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Abstract

Strong electromagnetic �elds produced by a laser can be used to ionize molecules
and atoms. This o�ers an interesting opportunity to design experiments that
allow to probe for physical properties of the target and of the ionization process
itself. This thesis in particular is concerned with ionization processes removing
two electrons from the C60 fullerene during a very short time window that only
lasts for half a cycle of the ionizing electromagnetic �eld. Due to this temporal
con�nement, such an experiment might reveal correlation e�ects between the
photoelectrons. The Coulomb blockade e�ect, i.e. the suppression of double
ionization due to the Coulomb interaction of the escaping electrons with each
other, is especially interesting in this context. The C60 fullerene is a promising
candidate for such an experiment due to its unique combination of size and high
symmetry.

To provide a better theoretical understanding of the processes involved, a
quantum mechanical model for single as well as correlated sequential and cor-
related simultaneous double ionization of the C60 fullerene in intense infrared
half-cycle laser pulses is developed. The model is based on an extension to the
method of steepest descent applied to the strong-�eld approximation. The re-
sults for single ionization are compared to a full solution of the time-dependent
Schrödinger equation for a model potential. The results for double ionization
are discussed with a special focus on the in�uence of the Coulomb blockade
e�ect. Due to its analytical simplicity, the model allows for a more general dis-
cussion of the Coulomb blockade e�ect during the ionization of large molecules
in intense half-cycle pulses.
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Chapter 1

Introduction

1.1 Ionization of Atoms and Molecules in Elec-

tromagnetic Fields

The electromagnetic �eld of intense lasers, when focused on a target, can be
su�ciently strong to create electromagnetic forces that are comparable with
the Coulomb attraction of atomic and molecular systems. In this case, the
electromagnetic �eld can change the chemical structure of the system. One
of these changes is its single or multiple ionization, i.e. the removal of one or
multiple electrons from the parent ion.

Since atoms and molecules are physical systems which, due to their size
and energy scale, usually have to be described quantum mechanically, in many
cases the ionization process of these systems has to be treated quantum me-
chanically as well. Indeed, after the quantum theory was established, it was
applied to ionization processes of atoms and molecules, the �rst work of this
kind being published by Oppenheimer in 1928 [1], where he correctly described
the exponential dependency of the ionization rate of hydrogen in a weak and
static electric �eld on the �eld strength. However, experimental veri�cation
of such experiments was not possible until the realization of the �rst laser [2]
by Maiman in 1960. Ever since the laser has made ionization experiments of
atoms and molecules possible, they � and their theoretical description � have
been in the focus of scienti�c interest, as they o�er a direct possibility to test
predictions of quantum theory and its approximations.

A particular direction of the research around ionization experiments is fueled
by the advances in the creation of laser �elds with increasingly shorter pulse
durations (see [3] for an overview). This opens up opportunities to perform time-
resolved ionization experiments with increasingly high time resolution, granting
access to physical processes happening on increasingly short time scales.

1.2 Ionization of the C60 Fullerene in Electro-

magnetic Fields

The C60 fullerene is a molecule consisting of 60 carbon atoms that are arranged
in pentagons and hexagons to an icosahedral structure (see �g. 1.1). It was
�rst synthesized by Kroto et al. [5] by evaporating graphite using a laser. For
the discovery of C60 and other fullerenes, R. F. Curl, H. W. Kroto, and R. E.
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Figure 1.1: Chemical structure of C60 [4].

Smalley were awarded the 1996 Nobel Prize in Chemistry. The carbon atoms
are sp2-hybridized, the π-bonds being delocalized over the surface. Hence, there
is one delocalized π valence electron per atom. The radius of the molecule is
approximately 3.5Å [6].

Its single and double ionization energies are 7.65 eV and 18.98 eV respec-
tively [7], meaning that the second ionization energy is 11.24 eV. Due to the
closeness of �rst and second ionization energies, the ejection of a second electron
is not as suppressed compared to the �rst one as, for example, for atoms.

Together with its high symmetry that allows for relatively easy theoretical
description, this makes C60 an interesting candidate to perform multi-electron
ionization experiments on. Such experiments have already been performed in
2003 by Bhardwaj et al. [8, 9]. However, the ability to produce half-cycle pulses
in the near infrared recently developed by the same group [10] now o�ers an
interesting opportunity to examine the single and multiple ionization behavior
of C60 in short half-cycle pulses. This is particularly interesting because such
experiments might reveal correlation e�ects in multiple ionization.

The naive expectation is that, due to the very short pulse duration, all
electrons are con�ned to escaping from the molecule within a short time window.
If after the pulse, more than one electron was removed from the molecule, it is
very likely that the electrons �blocked� each other during ionization due to their
Coulomb repulsion. As all electrons are more likely to leave the molecule in the
direction of the laser pulse, a linearly polarized electromagnetic �eld forces them
into the same direction. In this case, the additional Coulomb interaction of the
ejected electrons is added to the ionization potential of the entire process, which
should suppress its probability exponentially. This e�ect is called the Coulomb
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blockade.
This master's thesis focuses on developing an approximate quantum me-

chanical model for such an experiment. More speci�cally, the focus lies on the
prediction of double ionization yields and momentum distributions after corre-
lated double ionization, i.e. the simplest case of correlated multiple ionization.
The models developed to this end also allow for a more general discussion of
correlation e�ects of two electrons being removed from a large molecule in a
very short time window. Thus, this thesis also aims at contributing to a more
general understanding of correlated double ionization of large molecules and the
in�uence of parameters like the molecule size and the pulse duration.

This thesis is structured as follows: In chapter 2, an overview over the
theoretical background used for the development of the model is given. In
chapter 3, a model for single ionization is developed, followed by a validation.
This model is generalized to the case of correlated double ionization in chapter
4, followed by a conclusion and discussion of limitations in chapter 5. Details
on the numerical implementation are given in the appendices.
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Chapter 2

Theoretical Background

Unless explicitly stated otherwise, atomic units are used throughout. This
means that all physical quantities are expressed with respect to the base units
~, e, me and 4πε0. As these base units form a complete basis set in the subspace
of physical quantities spanned by the SI units m, s, kg, and A, this can be done
unambiguously. Furthermore, because of this, the units can be left out in the
equations unambiguously.

2.1 Quantum-Mechanical Description of Molecules

A molecule is a quantum mechanical system consisting of negatively charged
electrons and positively charged atomic nuclei, all interacting with each other
via Coulomb forces. Any quantum mechanical system is fully described by
its state |Ψ〉. In the non-relativistic limit applicable for velocity distributions
well below the speed of light, the equation of motion for this state is the time-
dependent Schrödinger equation (TDSE)

Ĥ |Ψ(t)〉 = i∂t |Ψ(t)〉 . (2.1)

The molecule's Hamiltonian Ĥ is the sum

Ĥ = T̂ + V̂ (2.2)

of its kinetic energy operator T̂ and its potential energy operator V̂. Consider
a molecule with N electrons with mass me and P identical nuclei with mass mn

and charge Z. In this case, the kinetic energy operator reads

T̂ =
N∑
i=1

− 1

2me

~∇2
~rele,i

+
P∑
j=1

− 1

2mn

~∇2
~rnuc,j

, (2.3)

and the potential energy operator reads

V̂ =
N∑
i=1

P∑
j=1

− Z

|̂~rele,i − ~̂rnuc,j|
+

N∑
i=1

N∑
j>i

1

|̂~rele,i − ~̂rele,j|
+

P∑
i=1

P∑
j>i

Z2

|̂~rnuc,i − ~̂rnuc,j|
,

(2.4)
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describing the interaction of the electrons with the nuclei, the interaction of
the electrons with each other, and the interaction of the nuclei with each other,
respectively. With regard to the Born-Oppenheimer approximation introduced
later in this chapter, it is convenient to introduce the separation

Ĥ = Ĥele + T̂nuc , (2.5)

where

T̂nuc =
P∑
i=1

− 1

2mn

~∇2
~rnuc,i

(2.6)

is the kinetic energy operator of the nuclei, and

Ĥele =
N∑
i=1

− 1

2me

~∇2
~rele,i

(2.7)

+
N∑
i=1

P∑
j=1

− Z

|̂~rele,i − ~̂rnuc,j|
+

N∑
i=1

N∑
j>i

1

|̂~rele,i − ~̂rele,j|
+

P∑
i=1

P∑
j>i

Z2

|̂~rnuc,i − ~̂rnuc,j|
,

the so-called electronic Hamiltonian, contains the rest. For time-independent
Hamiltonians like Ĥ, the TDSE is solved by a set of states

|Ψn(t)〉 = e−iEnt |Φn〉 , (2.8)

where the |Φn〉 are eigenstates of the Hamiltonian Ĥ, i.e. they ful�ll the time-
independent Schrödinger equation (TISE)

Ĥ |Φn〉 = En |Φn〉 , (2.9)

where the eigenstates |Φn〉 are states of the (N + P )-particle Hilbert space for
the entire problem.

2.1.1 Approximate Solution Methods

Except for very few textbook examples for which analytical solutions exist,
the Schrödinger equation has to be solved numerically. Numerical solutions of
the Schrödinger equation however become exponentially more demanding with
respect to storage space and computation time with growing number of particles.
For complex quantum mechanical systems like molecules, it is therefore vital to
use suitable approximations that simplify this task. The most fundamental one
of these approximations, the Born-Oppenheimer approximation, is discussed in
the following.

2.1.1.1 Born-Oppenheimer Approximation

Intuitively speaking, the Born-Oppenheimer approximation exploits that due
to their much larger mass, the nuclei of a molecule move much slower than its
electrons. On the timescale of the electronic motion, the nuclei are almost �xed
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in space and therefore create a time-independent potential landscape in which
the electrons move. Even if this landscape slowly changes over time due to the
slow nuclear motion, the electrons are able to follow this change adiabatically.

Within the Born-Oppenheimer approximation, an approximation to the
eigenstates |Φn〉 is found by �rst solving the electronic problem for �xed nu-
clei coordinates, i.e. by solving

Ĥele({~rnuc,i}) |φm({~rnuc,i})〉 = εm({~rnuc,i}) |φm({~rnuc,i})〉 , (2.10)

where Ĥele({~rnuc,i}) and |φm({~rnuc,i})〉 are an operator and state respectively of
the N -particle Hilbert space of the N electrons only, and depend parametrically

on the nuclei coordinates {~rnuc,i}. This means that the electronic problem is
solved for the set of Hamiltonians obtained for all {~rnuc,i}, which yields a set
of eigenvectors |φm({~rnuc,i})〉 and eigenstates εm({~rnuc,i}) as a function of the
nuclear coordinates.

The operator

Ĥ(m)
nuc = T̂nuc + εm({~̂rnuc,i}) , (2.11)

where the function εm({~̂rnuc,i}) is now a function of the position operators
{~̂rnuc,i}, i.e. a potential operator, is an operator acting on the P -particle Hilbert
space of the nuclear degrees of freedom, and its eigenstates and eigenvalues are

Ĥ(m)
nuc |χ(m)

q 〉 = E(m)
q |χ(m)

q 〉 . (2.12)

For a single quantum number m, the states {|χ(m)
q 〉}∞q=1 form a complete set of

the P -particle Hilbert space of the nuclear coordinates (due to the fact that
Ĥ

(m)
nuc is hermitian). For the same reason, {|φm({~rnuc,i})〉}∞m=1 for a single value

of {~rnuc,i} form a complete set of the N -particle Hilbert space of the electronic
coordinates. Hence, the eigenstates |Φn〉 of the complete Hamiltonian Ĥ can be
expanded in con�gurations according to

|Φn〉 =
∑
k

cnk |γk〉 , (2.13)

where

|γk〉 =

∫
d3P rnuc 〈{~rnuc,i}|χ(mk)

qk
〉 |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉 , (2.14)

where {|{~rnuc,i}〉} is the position-space basis of the nuclear Hilbert space. One
could allow an arbitrary choice of m0 in |χ(m0)

qk 〉 as well, because the nuclear
basis is complete for each value of m0. However, without loss of generality, mk,
i.e. the quantum number of the electronic part, is chosen here, which will prove
more useful later. Notice that the nuclei are distinguishable from the electrons,
therefore no (anti-) symmetrization between the nuclear and the electronic de-
grees of freedom is needed.

So far, no approximation has been introduced, and eq. (2.13) is a correct and
complete ansatz for the solution of the time-independent Schrödinger equation
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for the entire problem in eq. (2.9). Insertion of the ansatz into the TISE yields

Ĥ |Φn〉 = Ĥele |Φn〉+ T̂nuc |Φn〉 (2.15)

=
∑
k

cnk

∫
d3P rnuc 〈{~rnuc,i}|χ(mk)

qk
〉
[
Ĥele |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉

+ T̂nuc |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉
]
. (2.16)

Notice that in this case, Ĥele is not parametrically dependent on the core coor-
dinates, but acts as an operator in the entire (N + P )-particle Hilbert space.
As the nuclear degrees of freedom only occur as position-space operators in the
potential energy in Ĥele, it is already diagonal in the position-space basis in this
subspace, and one obtains

Ĥele |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉 = εmk({~rnuc,i}) |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉 ,
(2.17)

which leads to

Ĥ |Φn〉 =
∑
k

cnk

∫
d3P rnuc 〈{~rnuc,i}|χ(mk)

qk
〉 (2.18)[

T̂nuc + εmk({~rnuc,i})
]
|{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉

In the physical picture of the Born-Oppenheimer approximation, the electrons
move so fast compared to the nuclei that the nuclei aren't sensitive to the
dynamic motion, but only feel an averaged potential energy due to the electronic
cloud that follows the nuclear motion adiabatically. Therefore, it is assumed
that the kinetic energy of the nuclear motion is not modi�ed by the electrons,
which means that, intuitively speaking, the electrons don't dynamically pull the
nuclei in a certain direction as they move due to their low mass, but they create
a mean �eld that moves the nuclei over time. Formally, this means that

T̂nuc

(∫
d3P rnuc 〈{~rnuc,i}|χ(mk)

qk
〉 |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉

)
(2.19)

B.O.
≈
∫

d3P rnuc 〈{~rnuc,i}|T̂nuc|χ(mk)
qk
〉 |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉 , (2.20)

i.e. the state of the system is factorized into a nuclear part and an electronic
part, and, because of

εmk({~rnuc,i}) 〈{~rnuc,i}| = 〈{~rnuc,i}| εmk({~̂rnuc,i}) , (2.21)
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it follows � and here it comes in handy that the same mk was chosen for the
electronic and the nuclear part in the ansatz in eq. (2.14) � that

Ĥ |Φn〉 =
∑
k

cnk

∫
d3P rnuc 〈{~rnuc,i}|Ĥ(mk)

nuc |χ(mk)
qk
〉 (2.22)

|{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉

=
∑
k

cnkE
(mk)
qk

(2.23)∫
d3P rnuc 〈{~rnuc,i}|χ(mk)

qk
〉 |{~rnuc,i}〉 ⊗ |φmk({~rnuc,i})〉

=
∑
k

cnkE
(mk)
qk
|γk〉 . (2.24)

The meaning of this equation is that within the Born-Oppenheimer approxima-
tion, every single con�guration |γk〉 is an approximate eigenstate to the complete
Hamiltonian Ĥ:

Ĥ |γk〉 = E(mk)
qk
|γk〉 . (2.25)

Therefore, within the the Born-Oppenheimer approximation, it is su�cient to
solve the electronic problem for only parametric nuclear coordinates, as in eq.
(2.10), and then use the resulting energy landscape εm({~rnuc,i}) as the potential
to solve the nuclear problem in eq. (2.12), from which the eigenenergies E(m)

q

are directly obtained along with the eigenstates |γk〉 according to eq. (2.14).
As already mentioned, numerical simulations of the Schrödinger equation be-

come exponentially more demanding with respect to storage space and computa-
tion time with growing number of particles. Therefore, the Born-Oppenheimer
approximation is very important, as it allows one to solve the N -particle prob-
lem of the electronic wave function separately from the P -particle problem of the
nuclear wave function, instead of solving the complete (N + P )-body problem.
Because the assumption that the electronic wave functions follows the nuclear
motion adiabatically is usually ful�lled very well, this o�ers an opportunity to
accurately simulate quantum mechanical systems for which a simulation would
not be feasible otherwise. For example, the 4-body problem (or 3-body problem
in center-of-mass (COM) coordinates) of the H2 or similar molecules can be sim-
pli�ed to a (2 + 2)-body problem using the Born-Oppenheimer approximation.
Combining the use of COM coordinates and the exploitation of symmetries,
numerical simulations become feasible [11�15].

However, for more complex molecules, even the isolated electronic and nu-
clear problems become too hard to be fully solved numerically. In this case,
approximations have to be introduced, like the Hartee-Fock approximation,
which consists of �nding a single con�guration approximating the real many-
con�guration states of the N -body problem best, in the sense that it creates the
lowest (and therefore, according to the variational principle, the most accurate)
ground state energy. In the present case of C60, a model assumption for the
ground state is used, namely the rigid-rotor model.
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2.1.1.2 Rigid-Rotor-Model of C60

Within the rigid-rotor-model [16], the electrons of C60 are described as free
particles that don't interact and move on a sphere of �xed radius r0, i.e. they
are described as a free 2D electron gas on a sphere. The Hamiltonian of such a
system is the purely angular kinetic energy operator

Ĥ0 = − 1

2mer2
0

∆θ,φ = − 1

2mer2
0

(
1

sin(θ)

∂

∂θ

(
sin(θ)

∂

∂θ

)
+

1

sin2(θ)

∂2

∂φ2

)
,

(2.26)

whose eigenstates |l,m〉 ful�ll

Ĥ0 |l,m〉 = El |l,m〉 (2.27)

and have the position-space representations

〈~r|l,m〉 =
1

r0

δ(r − r0)Ylm(θ, φ) , (2.28)

where

Ylm(θ, φ) =
1√
2π
NlmPl|m|(cos(θ))eimφ (2.29)

are the spherical harmonics with the associated Legendre polynomials

Plm(x) = (−1)m(1− x)2 dm

dxm
Pl(x) , (2.30)

Pl(x) are the Legendre polynomials, and

Nlm = (−1)Θ(−m)m

√
2l + 1

2

(l − |m|)!
(l + |m|)!

(2.31)

is the normalization factor resulting from the normalization convention∫
dθ

∫
dφ sin(θ)Y ∗l′m′(θ, φ)Ylm(θ, φ) = δll′δmm′ . (2.32)

The corresponding eigenenergies are

El =
l(l + 1)

2mer2
0

. (2.33)

As pointed out in [16], the model assumes that the states are populated by the
60 π-electrons of C60. In the ground state, they �ll the states up to l = 5, where
the last (l = 5)-level is �lled with 10 electrons. Therefore, the highest occu-
pied molecular orbit (HOMO) and lowest unoccupied molecular orbit (LUMO)
correspond to l = 5 and l = 6, respectively. Assuming a radius of 3.5Å [6],
this results in a �rst allowed transition of 3.73 eV, which agrees quite well with
experimental results that suggest 3.0 eV to 3.8 eV (see also [16]).
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2.1.1.2.1 Symmetry adaption of the rigid-rotor eigenstates The Hamil-
tonian in the rigid-rotor model obviously has spherical symmetry, however C60

is not perfectly spherical. Instead, it has a discrete 60-fold rotational symme-
try, and therefore is a regular icosahedron. When constructing the symmetry-
adapted functions for the 11-fold degenerate (l = 5)-subspace, it splits up in 5
fully occupied lower-lying states denoted by Hu and 3 + 3 unoccupied higher-
lying states denoted by T1u and T2u [17]. Those symmetry-adapted states |l, u〉
can be constructed from the spherical harmonics using the coe�cients in [17],

|l, u〉 =
∑
m

cum |l,m〉 . (2.34)

For the HOMO states, l = 5 and u can be one of the 5 Hu-states denoted by θ,
ε, ξ, η, and ζ.

2.1.2 Numerical Solution in a Finite Basis

Consider an arbitrary Hamiltonian Ĥ, e.g. describing a molecule as in eq. (2.2),
and a discrete basis {|i〉} of the same Hilbert space. Because {|i〉} is a basis, for
every state |ψp〉 of its Hilbert space, there exists a unique vector of coe�cients
{Cip}∞i=0 such that

|ψp〉 =
∑
i

Cip |i〉 . (2.35)

Using this, the equation∑
j

〈i|Ĥ|j〉Cjp = Ep
∑
j

〈i|j〉Cjp (2.36)

follows from the TISE (2.9) after multiplying it with 〈i| from the left side.
This allows for the reformulation of the Schrödinger equation as a generalized
discrete eigenvector problem (in general with in�nite dimensions) according to

HC = ESC , (2.37)

where H is the Hamiltonian matrix with the coe�cients

Hij = 〈i|Ĥ|j〉 , (2.38)

E is a diagonal matrix with the energies on the diagonal

Eij = Epδpiδpj , (2.39)

and S is the overlap matrix with the coe�cients

Sij = 〈i|j〉 . (2.40)
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Notice that this is the general case where {|i〉} is an arbitrary basis. In the
special case of an orthonormal basis, i.e.

Sij = δij , (2.41)

the matrix S is the identity.
While some Hilbert spaces of quantum mechanical systems, like, for exam-

ple, a spin-1
2
-system, have �nite dimensionality, in general quantum mechanical

Hilbert spaces have in�nite dimensionality. Discretizing the TISE into a ma-
trix eigenvector problem like in eq. (2.37) using only a �nite set of basis states
{|i〉} therefore is an approximation in the general case, regardless of how many
states are used. However, by doing so, eq. (2.37) becomes a generalized eigen-
value problem for which standard eigenvector algorithms from linear algebra
exist. Depending on the system parameters, the observable one is interested
in, and the basis set used, the results converge with the number of basis states
used for the discretization.

2.1.2.1 B Spline Basis

B spline basis sets are a special kind of basis sets often used for numerical
simulations, and are described in the following. As this is what is used later
in this work, the discussion is restricted to the case of a single electron in a
spherical potential. The corresponding Hamiltonian of such a particle reads

Ĥ =
p̂2

2m
+ V (r) , (2.42)

and, due to the spherical symmetry of Ĥ, the TISE of the system

Ĥ |ψp〉 = Enplp |ψp〉 (2.43)

can be solved by a state |ψp〉 with the position-space representation

〈r, θ, φ|ψp〉 =
Rnplp(r)

r
Ylpmp(θ, φ) , (2.44)

where Ylm(θ, φ) are the spherical harmonics (see eq. 2.29), and Rnl(r) ful�lls the
radial TISE[

− 1

2m

d2

dr2
+ V (r) +

1

2m

l(l + 1)

r2

]
Rnl(r) = EnlRnl(r) . (2.45)

The choice of basis for such a problem ideally makes use of this symmetry in
order to e�ciently use numerical resources. A suitable choice of basis functions
therefore could be

〈~r|i〉 =
Bαi(r)

r
Ylimi(θ, φ) , (2.46)

where Bα(r) is a B spline, i.e. a special kind of polynomial function de�ned on
a �nite interval. This means that the discretized eigenfunctions take the form
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(see eq. (2.35))

〈r, θ, φ|ψp〉 =
∑
i

Cip 〈r, θ, φ|i〉 (2.47)

= Ylpmp(θ, φ)
∑
i

Cip
Bαi(r)

r
. (2.48)

2.1.2.1.1 B splines B splines were �rst mentioned as such in [18], and
have been used for numerical analysis in di�erent �elds of atomic and molecular
physics. For an extensive overview, please refer to [19]. B splines are polynomial
functions mapping from the real interval I = [a, b] to the real numbers that are
L2-integrable, i.e. ∫ b

a

|f(x)|2 <∞ . (2.49)

A (non-complete) B spline basis B over an interval [a, b] can be de�ned by
specifying

• its polynomial degree k and

• a tuple of knot positionsK = (x0 = a, x1, x2, ..., xm = b) in non-decreasing
order.

Them+1 knot positions xi can occur multiple times with multiplicity µ(xi) ≥ 1.
The corresponding B spline basis B consists of N = m − k B spline functions
Bi(x). The i-th B spline Bi(x) ∈ B is de�ned recursively as

Bi(x) := Bi,k(x) :=
x− xi
xi+k − xi

Bi,k−1(x) +
xi+k+1 − x
xi+k+1 − xi+1

Bi+1,k−1(x) . (2.50)

Bi,0(x) :=

{
1 if xi ≤ x ≤ xi+1

0 otherwise
, (2.51)

where i is running over 0 ≤ i ≤ m − k − 1. The set of unique knot positions,
i.e. the set

P = {xi : xi ∈ K} (2.52)

is called the breakpoints of the B spline basis.
When B splines are applied to radial wavefunctions like in this work, a = 0

and b = rmax are chosen for the boundaries, i.e. the interval is arti�cially con�ned
to some rmax. A common practice for the knot positions is to choose the knot
positions a = 0 and b = rmax both k times, and to distribute the knot positions
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between 0 and rmax with multiplicity 1 according to a sine law, i.e.

x0 = x1 = ... = xk−1 = 0 (2.53)

xi = rmax sin

(
π

2

(
i− k + 1

m− 2d+ 2

)y)
for k ≤ i ≤ m− k

xm+1−k = ... = xm = rmax ,

where y is chosen such that xd = ∆r, i.e.

y = −
log
(

2
π

arcsin
(

∆r
rmax

))
log(m− 2d+ 1)

. (2.54)

Here, ∆r is a parameter which speci�es the �rst nonzero knot position.
This knot sequence is also used for the calculations done in this work. For

example, for the interval [a = 0, b = rmax = 1], a B spline basis of degree k = 2
with N = 6 basis functions can be obtained using eq. (2.53) with ∆r = 0.05 to

K ≈ (0, 0, 0.05, 0.19, 0.40, 0.66, 0.89, 1, 1) . (2.55)

The corresponding B spline basis, obtained with the BSplineBasis function in
Wolfram Mathematica, is shown in �g. (2.1). A thorough description of the

0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

Figure 2.1: The N = 6 B spline basis functions for the interval
[a = 0, b = 1], obtained for degree k = 2 and ∆r = 0.05, using
the knot sequence in eq. (2.55).

properties of B splines and an overview of applications can be found in [20]

2.1.2.1.2 Boundary conditions As already mentioned, when using B splines
as a basis for the radial part Rnl(r), the extent of the state is arti�cially con�ned
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to some size rmax, if for the interval [a = 0, b = rmax] is chosen. For r → 0,
the basis functions in eq. (2.46) have to approach a constant value or go to 0.
Therefore, only B splines for which Bi(x = 0) = 0 can be included in the basis.

For a bound particle, i.e. a particle being in a state with energy

Enl < V (r) ∀r , (2.56)

the corresponding radial state Rnl(r) decays exponentially with growing r, as
long as V (r) vanishes at r →∞, whereas for free continuum states with

Enl > V (r) ∀r , (2.57)

the absolute value |Rnl(r)| approaches a constant value asymptotically with
large values of r. This means that for continuum states, the con�nement to
[0, rmax] would in general lead to a discontinuity at rmax, which obviously is an
unphysical solution. As pointed out in [21], this can be overcome by arti�cially
applying the additional boundary condition

Rnl(rmax) = 0 , (2.58)

which means that only B splines for which Bi(x = rmax) = 0 can be included
in the basis. This boundary condition leads to a quantization of the energies
of the continuum states, which is also discussed in [21]. For growing box sizes
rmax, this discretization becomes denser.

The box size rmax, the number of B splines N , their degree k, and the �rst
nonzero value ∆r are parameters of the B spline basis, and in principle these
parameters all have to be checked for convergence when calculating physical ob-
servables. In case the spherical symmetry of the system is broken, (for example
by an external electric �eld), states with di�erent l and m are coupled, such
that the maximum lmax contained in the basis set (see eq. (2.46)) is another
parameter that must be checked for convergence.

In this work, a B spline electronic structure calculation is done for the model
potential approach presented in section 3.2. To this end, an existent code from
the AMO group at Humboldt-Universität zu Berlin, which is a modi�ed version
[22] of a code from the group of P. Lambropoulos [23], was modi�ed by the
author to support the model potential used in section 3.2.

2.2 Charged Particles in Electromagnetic Fields

The interaction of a quantum mechanical system of charged particles with an
external classical (i.e. non-quantized) electromagnetic �eld is discussed in the
following. To keep the notation simple, only a single particle of mass m = 1
and charge q is considered. The generalization to a many-particle system like a
molecule is however straightforward.
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2.2.1 Minimal Coupling

Consider a single particle of charge q and mass m = 1 moving in the external
potential V (~r). It is described by its state |ψ(t)〉 determined by the time-
dependent Schrödinger equation (TDSE)

Ĥ0 |ψ(t)〉 = i∂t |ψ(t)〉 (2.59)

with the �eld-free Hamiltonian

Ĥ0 =
p̂2

2
+ V (~̂r ) . (2.60)

In order to provide gauge invariance of the Schrödinger equation, the coupling
of the particle to an external electric �eld described by its vector potential
~A(~r, t) and its scalar potential Φ(~r, t) is described by modifying its momentum
operator according to

~̂p→ ~̂p− q ~A(~̂r, t) (2.61)

and updating the time derivative according to

i∂t → i∂t − qΦ(~̂r, t) . (2.62)

This can be reformulated as a new TDSE

Ĥ(t) |ψ(t)〉 = i∂t |ψ(t)〉 (2.63)

using the now time-dependent Hamiltonian

Ĥ(t) = Ĥ0 +
1

2

(
q2A2(~̂r, t)− q

(
~̂p ~A(~̂r, t) + ~A(~̂r, t)~̂p

))
+ qΦ(~̂r, t) . (2.64)

2.2.2 Dipole Approximation

In dipole approximation, it is assumed that the spatial expansion of the state
|ψ(t)〉 is so small on the length scale on which the electric �eld changes sig-
ni�cantly for �xed t that the electric �eld the state |ψ(t)〉 is exposed to is
independent of the location ~r for all ~r the state |ψ(t)〉 spans. Formally, for the
electric �eld ~F (~r, t), this means that

~F (~r, t) = ~F (t) , (2.65)

and similarly,

~A(~r, t) = ~A(t) (2.66)

for the vector potential. It follows that

Φ(~r, t) = −

(
~F (t) +

∂ ~A(t)

∂t

)
~r (2.67)
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up to the gauge freedom.
Dipole approximation means that the interaction of the quantum mechanical

system with the external electromagnetic �eld is considered to lowest multipole
order. To lowest order, the electric �eld is homogeneous and the magnetic �eld
vanishes. In case the electromagnetic �eld is created by a laser, its length scale is
determined by the laser's wavelength λ. For optical or infrared wavelengths from
400 nm, this scale is much larger than the typical size of a few-atom molecule,
e.g. the 0.7 nm diameter of the C60 fullerene, which means that the electric �eld
can be assumed to be homogeneous in the vicinity of the molecule at any instant
of time. It is however noticeable that the dipole approximation not only breaks
down in the short wavelength limit where the wavelength becomes comparable
to the target size (which might be intuitive), but also for very long wavelengths
and very large intensities, as pointed out in [24]. This is due to the fact that
the dipole approximation assumes the magnetic �eld ~B(~r, t) to be zero, as

~B(~r, t) = ~∇× ~A(t) = ~0 , (2.68)

and therefore neglects e�ects of the magnetic �eld. This is justi�ed as long as the
typical velocity v of the particle the �eld is interacting with is small compared
to the speed of light, an assumption that breaks down for long wavelengths and
large intensities.

2.2.3 Gauge Invariance

The time-dependent Schrödinger equation corresponding to the Hamiltonian in
minimal coupling (eq. (2.64)) is formulated with respect to the scalar potential
Φ(~r, t) and the vector potential ~A(~r, t). However, as those quantities can not
be observed, but only the magnetic and electric �eld can, the TDSE in minimal
coupling underlies the gauge invariance like every other law of electrodynamics,
meaning that its predictions must be invariant under the transformations

~A(~r, t)→ ~A(~r, t) + ~∇~rf(~r, t) (2.69)

Φ(~r, t)→ Φ(~r, t)− ∂tf(~r, t) , (2.70)

where f(~r, t) is an arbitrary function. Per construction, the choice of the gauge
function f(~r, t) does not a�ect the results of any measurable prediction, as
long as the exact calculation is done. However, as approximate descriptions
of quantum mechanics like the strong-�eld approximation discussed in section
2.1.2 are not gauge-invariant in general, di�erent gauges may lead to di�erent
results.

2.2.3.1 Radiation Gauge

The radiation gauge is a useful choice for systems without source, such as the
electromagnetic �eld produced by a laser that is far away. In the radiation
gauge, the vector potential and the scalar potential ful�ll the relations

~∇ · ~AR(~r, t) = 0 , ΦR(~r, t) = 0 . (2.71)
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A gauge function fQ→R(~r, t) that transforms the potentials in any gauge denoted
by Q into radiation gauge R can always be found, as long as there are no sources
present. From

0
!

= ΦR(~r, t) = ΦQ(~r, t)− ∂tfQ→R(~r, t) , (2.72)

it follows as one possible solution that

fQ→R(~r, t) =

∫ t

dt′ ΦQ(~r, t′) , (2.73)

and this can be inserted into

0
!

= ~∇ ~AR(~r, t) = ~∇
(
~AQ + ~∇

∫ t

dt′ ΦQ(~r, t′)

)
. (2.74)

For the potentials in arbitrary gauge, it follows directly from the Maxwell equa-
tions that

∇2ΦQ(~r, t) = −4πρ(~r, t)− ∂t(~∇ ~AQ(~r, t)) , (2.75)

where the charge density ρ(~r, t) ≡ 0 for source-free �elds. Insertion of eq. (2.75)
into eq. (2.74) shows that the choice for fQ→R(~r, t) ful�lls eq. (2.74) too.

In strong-�eld physics, there are 2 types of gauges mainly used in conjunction
with the dipole approximation, namely velocity gauge and length gauge. As
pointed out in detail in [21], radiation, velocity, and length gauge can be seen
as particular cases of a family of gauges denoted as X gauge.

2.2.3.2 X Gauge

For simplicity, q = −1 is assumed as the particle's charge in the following. X
gauge is the family of gauges denoted by the 2 parameters X = (x1, x2) that
can be obtained from radiation gauge using the gauge functions

fR→X(~r, t) = −
(
x1
~AR(~r, t)~r +

x2

2

∫ t

dt′ ~A2
R(~r, t′)

)
. (2.76)

Using dipole approximation, ~A(~r, t) = ~A(t) can be assumed. The trans-
formed potentials then read

~AX(t) = ~AR(t)(1− x1) (2.77)

~ΦX(~r, t) = −x1
~F (t)~̂r + x2

~A2
R(t)

2
, (2.78)
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where it was used that ~F (t) = −∂t ~AR(t), as ~ΦR(~r, t) ≡ 0. The corresponding
Hamiltonian in X gauge and dipole approximation reads

Ĥ(X)(t) = Ĥ0 +
1

2

((
(1− x1)2 − x2

)
A2
R(t) + (1− x1)

(
~̂p ~AR(t) + ~AR(t)~̂p

))
+ x1

~F (t)~r (2.79)

= Ĥ0 +
(
(1− x1)2 − x2

) A2
R(t)

2
+ (1− x1) ~AR(t)~̂p + x1

~F (t)~r . (2.80)

Radiation gauge, velocity gauge and length gauge are special cases of this
family of gauges. They correspond to X = (0, 0) (no transformation), X =
(0, 1), and X = (1, 0) respectively.

2.2.3.3 Velocity Gauge

Velocity gauge is X gauge with X = (0, 1), therefore the time-dependent Hamil-
tonian of a particle of charge −1 interacting with an external electromagnetic
�eld reads

Ĥ(V )(t) = Ĥ0 + ~AR(t)~̂p (2.81)

in non-relativistic dipole approximation and velocity gauge.

2.2.3.4 Length Gauge

Length gauge is X gauge with X = (1, 0), hence the time-dependent Hamil-
tonian of a particle of charge −1 interacting with an external electromagnetic
�eld reads

Ĥ(L)(t) = Ĥ0 + ~F (t)~̂r (2.82)

in non-relativistic dipole approximation and length gauge. This allows for the
interpretation of the external �eld as an additive time-dependent potential that
tilts the potential included in Ĥ0, depending on the �eld strength (see also �g.
2.2).

2.3 Description of Ionization Dynamics in Strong

Fields

A typical application of a mathematical description of the interaction of a quan-
tum mechanical system with a classical electromagnetic �eld is the calculation
of (di�erential) ionization probabilities of the system after interacting with the
electromagnetic �eld.

2.3.1 Subdivision into Ionization Regimes

A wave packet exposed to a su�ciently slowly varying electric �eld ~F (t) created
by a laser is able to follow the �eld adiabatically, such that at each instant of
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time t0, the wave packet is in the ground state of the corresponding Hamiltonian
Ĥ[F (t0)]. This type of interaction dynamics is called quasi-static. An electric
�eld's variation is su�ciently slow if the time scale on which it oscillates is much
longer than the characteristic time scale of the wave packet, which is given by
the energy di�erence of the populated states. On the other hand, for rapidly
varying �elds, this is not true anymore, and the dominant ionization process is
described as multiphoton ionization. The distinction between those two regimes
has been introduced by Keldysh [25] for (dipole approximated) �elds of the form

~F (t) = ~F0 sin(ωt) . (2.83)

There it was introduced what became known as the Keldysh adiabaticity pa-
rameter, meaning the ratio

γKel =
ω

ωt
, (2.84)

where ω is the frequency of the laser �eld, and ωt is the threshold frequency
marking the boundary between the quasi-static regime and the multiphoton
regime. For �eld frequencies well below this threshold, the wave packet can
follow the perturbation adiabatically, while for much larger frequencies, it can
not. Accordingly, γKel � 1 corresponds to quasi-static ionization dynamics,
and γKel � 1 corresponds to the multiphoton regime. In [25], a semiclassical
derivation is given for ωt, based on the width of the potential barrier of an
atomic system, which reads

ωt =
F0√
2IP

, (2.85)

where IP is the ionization potential. The explicit form of the Keldysh parameter
therefore reads

γKel = ω

√
2IP
F0

. (2.86)

Within the quasi-static regime, another qualitative di�erentiation of the ioniza-
tion processes can be made naturally based on the �eld strength. In the length
gauge picture (see eq. (2.82)) the e�ect of the electromagnetic �eld can be in-
terpreted as an additional (time-dependent, but quasi-static) linear potential
that tilts the Coulomb potential of the inter-particle interactions. If the �eld is
strong enough, the electronic wave packet can leave the ion without tunneling
through a classically forbidden barrier. This process is called quasi-static over-
the-barrier ionization. On the other hand, if the �eld is weaker, the wave packet
has to tunnel in order to escape from the ion, therefore ionization happens in
the quasi-static tunneling regime. Fig. 2.2 shows a schematic representation of
over-the-barrier and tunneling ionization in the quasi-static regime, and �g. 2.3
shows a summary of the ionization regimes for the case of hydrogen.
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Figure 2.2: Schematic representation of (a) tunneling ioniza-
tion and (b) over-the-barrier ionization within the quasi-static
regime. In length gauge, the quasi-static �eld can be seen as
an additional potential tilting the pure Coulomb potential. (a)
For weaker �eld strengths, the �eld bends the potential, but the
resulting barrier is higher than the energy of the wave packet
−IP , meaning that the wave packet can only escape via tunnel-
ing. (b) For stronger �eld strengths, the Coulomb potential is
bent su�ciently such that the wave packet can ionize over the
barrier.

2.3.2 Numerical Simulation

Consider a system of N particles with charge q moving in an external �eld. Its
explicitly time-dependent Hamiltonian reads

Ĥ(t) = Ĥ0 + ĤI(t) (2.87)

with the time-independent part Ĥ0 and the interaction ĤI(t). Assuming that the
interaction of the system with the �eld can be described in dipole approximation
and length gauge is chosen, the interaction Hamiltonian reads

ĤI(t) = −q ~F (t)
N∑
i=1

~̂ri . (2.88)

For the sake of simplicity, it is assumed in the following that ~F (t) is linearly
polarized along ~ez, such that

~F (t) = F (t)~ez . (2.89)
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Figure 2.3: Subsection of the ionization processes based on
the laser frequency F and �eld amplitude ω for the example
of hydrogen. For γKel � 1, the ionization dynamics are quasi-
static, while γKel � 1 corresponds to the multiphoton regime.
Within the quasi-static regime, tunneling occurs for lower �eld
strengths, and over-the-barrier ionization occurs for larger �eld
strengths. Lowest order perturbation theory (LOPT) can be
performed for su�ciently weak �elds in case the frequency is
not zero. Internal �gure from the AMO group at Humboldt-
Universität zu Berlin, created by Prof. Dr. A. Saenz.

Any discretized description of the TISE in a �nite basis {|i〉} can be used to
�nd an approximation to the normalized eigenstates |ψp〉 of Ĥ0 with

Ĥ0 |ψp〉 = Ep |ψp〉 . (2.90)

As discussed in section 2.1.2, the states |ψp〉 are represented by a matrix of
coe�cient vectors according to

|ψp〉 =
∑
i

Cip |i〉 . (2.91)

The matrix representation of Ĥ(t) can then be written in the �nite basis set
formed by the approximate eigenstates |ψp〉 (eigenbasis). Assuming that the
basis states found within the �nite-basis approximation are orthonormal, one
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has

H(0)
pq := 〈ψp|Ĥ0|ψq〉 ≈ δpqEp . (2.92)

Notice that for any Hermitian operator, a basis set of orthonormal eigenstates
can always be found. Similarly, one can de�ne the transition dipole matrix

Dpq :=

〈
ψp

∣∣∣∣∣
N∑
i=1

ẑi

∣∣∣∣∣ψq
〉

. (2.93)

To calculate Dpq, it is often less convenient to calculate the right side of eq.
(2.93) directly, but it is often more convenient to calculate the transition dipole
matrix in the original basis (see e.g. eq. (2.46) for the case of a B spline basis)
�rst. This means that the matrix elements

D̃ij :=

〈
i

∣∣∣∣∣
N∑
k=1

ẑk

∣∣∣∣∣j
〉

(2.94)

are calculated before the matrix is transformed to the eigenbasis via matrix
multiplication of the coe�cient matrix

Dpq =
∑
ij

C∗ipD̃ijCjq (2.95)

⇐⇒ D = C†D̃C . (2.96)

Using this, given any state |φ〉 with a representation in the basis of eigenstates

|φ〉 =
∑
p

ap |ψp〉 , (2.97)

the TDSE for this state can also be written in discretized form

i∂t~a = H(0)~a− qF (t)D~a , (2.98)

where (~a)p = ap. This is a coupled linear di�erential equation in N variables
ap. The shape of H(0) is very simple: It is a diagonal matrix with the energies
on the diagonal, so it induces no coupling between the ap. Depending on the
symmetry of the problem, Dpq can in many cases be separated into blocks
of di�erent symmetry, such that not all ap are coupled with each other. For
example, in the case of a single electron in a spherically symmetric potential,
it has been discussed in section 2.1.2.1 that the eigenbasis can be chosen such
that it takes the form

〈r, θ, φ|ψp〉 =
Rnp,lp(r)

r
Ylp,mp(θ, φ) . (2.99)
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Due to symmetry relations of the spherical harmonics, this results in selection
rules of the form

Dpq ∝ δmp,mq
(
C1δlp,lq+1 + C2δlp,lq−1

)
. (2.100)

The described numerical solution of the �nite basis set representation of the
TDSE in the eigenbasis (eq. (2.98)) under consideration of the selection rules
(eq. (2.100)) in this work is done with the AMO_TOOLS, in particular with the
TP_ATOM_1e code [26]. As the eigenbasis {ψp}, this code uses the numerical B
spline solution that was described in section 2.1.2. Hence, the eigenfunctions
are represented as (see eq. (2.47))

〈r, θ, φ|ψp〉 = Ylp,mp
∑
i

Cpi
Bαi(r)

r
. (2.101)

As di�erent angular momentum quantum numbers l couple via the transition
dipole moment (eq. (2.100)), results obtained from a numerical time propagation
using a �nite basis set not only have to be checked for convergence with respect
to the set of B splines used for the spherical part, but also with respect to the l
quantum numbers included. In this work, this is done by varying a parameter
lmax, where only |ψp〉 with lp ≤ lmax are included in the calculation.

2.3.3 Strong-Field Approximation (SFA)

Consider a charged particle of charge q = −1 and mass m = me in an arbitrary
potential V (~r), interacting with an electromagnetic �eld. Its TDSE reads

i∂t |ψ(t)〉 = Ĥ(X)(t) |ψ(t)〉 (2.102)

with the time-dependent Hamiltonian

Ĥ(X)(t) = Ĥ0 + Ĥ
(X)
I (t) (2.103)

with

Ĥ0 =
p̂2

2me

+ V (~̂r ) , (2.104)

where ~̂p is the quantum-mechanical momentum operator, and ~̂r is the position
operator. Ĥ

(X)
I (t) describes the time-dependent interaction of the electron with

the external electromagnetic �eld in X gauge.
By formal integration of the TDSE (2.102), one can derive the state |ψ(t)〉

at any time t given a state |ψ(t0)〉 at t0:

|ψ(X)(t)〉 = Û(X)(t, t0) |ψ(t0)〉 (2.105)
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with the unitary time-propagation operator

Û(X)(t, t0) = T̂ exp

(
−i
∫ t

t0

Ĥ(X)(t′)dt′
)

, (2.106)

where T̂ is the time-ordering operator. One can then write the transition am-
plitude of the system at time tf to a state |ψf〉 given that it starts in |ψi〉 at
time ti as

M
(X)
i→f = 〈ψf |Û(X)(tf , ti)|ψi〉 . (2.107)

This solution however is not feasible in practice, as the explicit form of Û(t, t0)
is usually not known.

The strong-�eld approximation [25, 27, 28] aims at solving this problem
approximately by expanding Û(t, t0) into a series that is truncated at some
order, typically at linear order. To this end, a partitioning of the Hamiltonian

Ĥ(X)(t) = Ĥ
(X)
1 (t) + Ĥ

(X)
2 (t) (2.108)

is introduced. The corresponding time propagation operators are

Û
(X)
1 (t, t0) = T̂ exp

(
−i
∫ t

t0

Ĥ
(X)
1 (t′)dt′

)
(2.109)

and

Û
(X)
2 (t, t0) = T̂ exp

(
−i
∫ t

t0

Ĥ
(X)
2 (t′)dt′

)
. (2.110)

Û(X)(t, t0) can be expressed with respect to Û
(X)
1 (t, t0) as

Û(X)(t, t0) = Û
(X)
1 (t, t0)− i

∫ t

t0

dt′ Û(X)(t, t′)Ĥ
(X)
2 (t′)Û

(X)
1 (t′, t0) , (2.111)

which is still a correct but implicit equation, as the sought after Û(X)(t, t0)
appears on both sides.

The time propagation operator Û(X)(t, t′) on the right-hand side of this
equation can be expressed using another partitioning of the total Hamiltonian
Ĥ(X)(t) into

Ĥ(X)(t) = Ĥ
(X)
free(t) + V (~̂r ) , (2.112)

where

Ĥ
(X)
free(t) =

p̂2

2me

+ Ĥ
(X)
I (t) (2.113)
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describes an unbound electron (without external potential) interacting with the
external electromagnetic �eld. In complete analogy to eq. (2.111), the equation

Û(X)(t, t0) = Û
(X)
free(t, t0)− i

∫ t

t0

dt′ Û(X)(t, t′)V (~̂r )Û
(X)
free(t

′, t0) (2.114)

can be derived from this second partitioning. Here, Û
(X)
free(t, t0) denotes the time

propagation operator corresponding to Ĥ
(X)
free(t). Inserting eq. (2.114) into eq.

(2.111) yields

Û(X)(t, t0) = Û
(X)
1 (t, t0)− i

∫ t

t0

dt′ Û
(X)
free(t, t

′)Ĥ
(X)
2 (t′)Û

(X)
1 (t′, t0) (2.115)

−
∫ t

t0

dt′
∫ t

t′
dt′′ Û(X)(t, t′′)V (~̂r )Û

(X)
free(t

′′, t′)Ĥ
(X)
2 (t′)Û

(X)
1 (t′, t0) ,

which is again an exact but implicit equation in Û(X)(t, t0).
In lowest order SFA, it is assumed that the �eld is strong enough to allow

for the assumption that the shape of the potential V (~r) does not in�uence
the ionization process signi�cantly1. Formally, this means that the full time
propagation Û(X)(t, t0) during ionization is dominated by the time propagation
caused by Û

(X)
free(t, t0), such that the �rst-order expression

Û(X)(t, t0) ≈ Û
(X)
free(t, t0) (2.116)

can be inserted into the right-hand side of eq. (2.111), which yields

Û(X)(t, t0) ≈ Û
(X)
SFA(t, t0) = Û

(X)
1 (t, t0)− i

∫ t

t0

dt′ Û
(X)
free(t, t

′)Ĥ
(X)
2 (t′)Û

(X)
1 (t′, t0) .

(2.117)

This simpli�es the calculation ofM (X)
i→f , as typically one is interested in a plane-

wave state as |ψf〉, and in this case, 〈ψf | Û(X)
free(tf , t) is given by the Volkov states,

as is discussed later in this chapter.
As already discussed in section 2.2.3, eq. (2.117) represents an approxima-

tion to the TDSE that, unlike the exact solution, can lead to di�erent results
depending on the chosen gauge. Furthermore, the results obviously depend on
the partitioning

Ĥ(X)(t) = Ĥ
(X)
1 (t) + Ĥ

(X)
2 (t) (2.118)

that was chosen, as the expansion is truncated after a �nite number of sum-
mands. Therefore, both the choice of gauge and the choice of partitioning
in�uence the approximate observable prediction obtained in SFA. In fact, for
the special case of the X gauge family, it has been shown in [21] that there

1Notice that, however, the state present before the onset of the interaction with the �eld
of course typically depends on the potential, and so does its energy. This is not neglected in
SFA.
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exists a family of partitionings denoted by a set of parameters Λ such that the
SFA result for every pair of X and Λ can be achieved with other combinations
of X and Λ as well. This equivalence between choice of gauge and choice of
partitioning in SFA is brie�y discussed in the following.

2.3.3.1 Λ-Partitioning and X-Gauge

In [21], the family of partitionings

Ĥ(X)(t) = Ĥ
(X,Λ)
1 (t) + Ĥ

(X,Λ)
2 (t) , (2.119)

is discussed, where

Ĥ
(X,Λ)
1 (t) = eiγΛ(~̂r,t)Ĥ0e

−iγΛ(~̂r,t) − ∂tγΛ(~̂r, t) (2.120)

is a transformation of the �eld-free Hamiltonian Ĥ0 using the function

γΛ(~r, t) = λ1
~AR(t)~r +

λ2

2

∫ t

dt′ ~A2
R(t′) , (2.121)

where Λ = (λ1, λ2). In order to ful�ll eq. (2.119), the interaction part reads

Ĥ
(X,Λ)
2 (t) =

A2
R(t)

2

(
(1− x1)2 − λ2

1 − (x2 − λ2)
)

+ (1− x1 + λ1) ~AR(t)~̂p

+ (x1 − λ1) ~F (t)~r (2.122)

in dipole approximation and X gauge. For example, by choosing Λ = (0, 0) and
X = (1, 0) (length gauge), one obtains

Ĥ
(X=L,Λ=(0,0))
2 (t) = ~F (t)~̂r , (2.123)

as the interaction part of the untransformed �eld-free Hamiltonian Ĥ0 in length
gauge as written down in eq. (2.82). However, the same expression can be
obtained for

Ĥ
(X=L, Λ=(0,0))
2 (t) = Ĥ

(X=V, Λ=(−1,1))
2 (t) = Ĥ

(X=R, Λ=(−1,0))
2 (t) . (2.124)

This shows that the form of the interaction Hamiltonian Ĥ
(X,Λ)
2 (t) used in eq.

(2.117) not only depends on the choice of gauge, but also on the choice of
partitioning. Also in [21], it is shown that, if a plane wave

|ψf〉 = |~k〉 (2.125)

is chosen as the �nal state, with

〈~r|~k〉 =
1

(2π)3/2
ei
~k~r , (2.126)
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the transition matrix element in SFA

M
SFA,(X,Λ)
i→f = 〈~k|Û(X,Λ)

SFA (tf , ti)|ψi〉 (2.127)

only depends on the di�erences λ1 − x1 and λ2 − x2, such that the same SFA
result can be obtained for the transition amplitude for di�erent gauges, as long
as the partitioning is chosen accordingly. This shows that when comparing SFA
approaches, it is important to not only compare the gauge choice, but also the
partitioning choice.

2.3.3.2 Λ = (0, 0)-Partitioning and Length Gauge

In the following, the SFA in Λ = (0, 0)-partitioning and length gauge is dis-
cussed. As already mentioned, the partitioned Hamiltonians read

Ĥ
(L,Λ=(0,0))
1 (t) = Ĥ0 (2.128)

Ĥ
(L,Λ=(0,0))
2 (t) = ~F (t)~̂r , (2.129)

such that the time propagation operator in SFA reads (leaving the indices for
gauge and partitioning aside from now on)

ÛSFA(t, t0) = Û0(t, t0)− i
∫ t

t0

dt′ Ûfree(t, t
′)~F (t′)~̂r Û0(t′, t0) , (2.130)

where Û0(t′, t0) is the time propagation operator corresponding to the �eld-free
Hamiltonian Ĥ0. The resulting transition matrix element reads

MSFA
i→f = 〈ψf |Û0(tf , ti)|ψi〉 − i

∫ tf

ti

dt′ 〈ψf |Ûfree(tf , t
′)~F (t′)~̂r Û0(t′, ti)|ψi〉

(2.131)

= 〈ψf |ψIi (tf )〉 − i
∫ tf

ti

dt′ 〈ψf |Ûfree(tf , t
′)~F (t′)~̂r |ψIi (t′)〉 , (2.132)

where

|ψIi (t)〉 = Û0(t, ti) |ψi〉 (2.133)

is the now time-dependent representation of |ψi〉 in the interaction picture,
assuming that |ψIi (t = 0)〉 = |ψi〉. The 0-th order term here is just the overlap
of |ψIi (tf )〉 with |ψf〉, that also occurs if no �eld is present. As long as both
states have no overlap, for example because they are di�erent eigenstates of the
same Hamiltonian, it is 0. The �rst order to contribute to ionization is

MSFA
ion = −i

∫ tf

ti

dt′ 〈ψf |Ûfree(tf , t
′)~F (t′)~̂r Û0(t′, ti)|ψi〉 (2.134)

MSFA
ion = −i

∫ tf

ti

dt′ 〈ψf |Ûfree(tf , t
′)~F (t′)~̂r |ψIi (t′)〉 . (2.135)
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2.3.3.2.1 Interpretation The �rst order expression in 2.134 can be inter-
preted as follows: The approximate ionization amplitude is the integral over
all di�erential ionization amplitudes at times t′. This part of the amplitude
describes an initially (at ti) bound wave packet being propagated until t′ using
Û0(t′, ti) |ψi〉, i.e. textitneglecting the external �eld. Then, at t′, the coupling to
the ionized state �happens�, with its strength being proportional to the transi-
tion dipole moment and the �eld at that time, i.e. to the matrix element with
respect to the operator ~F (t′)~̂r. After the coupling at t′, the wave packet is
propagated from t′ to tf , using the time evolution operator Ûfree(tf , t

′), which
textitneglects the potential of the ion. That means that in this description, any
in�uence of the external �eld on the ground state before the coupling happens
is neglected, and any in�uence of the potential on the ionized state after the
coupling is neglected as well.

An important consequence of the latter approximation is that the tunneling
exponent resulting from the length gauge SFA in combination with the saddle
point approximation (to be introduced in section 2.3.4) is blind to the exact
shape of the binding potential, which can be seen e.g. when comparing to the
WKB method, as done in section 5.2.1.2. On the other hand, an important
consequence of the former approximation is that, regardless of the time t′, the
ground state does not deplete, as it is propagated with Ĥ0 for in�nitely long
times. Saturation e�ects of the ionization are therefore neglected, which has to
be accounted for when ionization yields come close to probability 1.

2.3.3.2.2 Final Volkov State If the plane-wave state

|ψf〉 = |~k〉 (2.136)

is chosen as the �nal state, the explicit solution

|ψV (t)〉 = Û−1
free(tf , t) |k〉 (2.137)

is known as the Volkov state [29] in length gauge. It reads

|ψV (t)〉 = e−iS~k(t) |~k −
∫ t

tf

dt′ ~F (t′)〉 , (2.138)

with the time-dependent phase (action)

S~k(t) =
1

2me

∫ t

tf

dt′

(
~k −

∫ t′

tf

dt′′ ~F (t′′)

)2

. (2.139)

Using this, one obtains

MSFA
ion = −i

∫ tf

ti

dt′ 〈~k −
∫ t′

tf

dt′′ ~F (t′′)|~F (t′)~̂r |ψ(I)
i (t′)〉 eiS~k(t′) (2.140)

for the ionization amplitude from |ψi〉 at ti to |ψf〉 = |~k〉 at tf in SFA in length
gauge and Λ = (0, 0)-partitioning.
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2.3.4 Saddle Point Approximation

The SFA is often used in combination with the saddle point approximation (also
known as method of steepest descent), which allows for the evaluation of the
integral over t′ in eq. (2.140) in an analytical form. It was �rst developed by
Riemann in 1892 [30]. The saddle point approximation is applicable to integrals
of the form

I =

∫ tf

ti

dt′g(t′)ef(t′) . (2.141)

The integrand g(t)ef(t) is a function of a real argument t, de�ned in a set D.
However, Cauchy's integral theorem can be applied if there exists an analytic
continuation of the integrand to an open set M with D ⊂ M ⊆ C, i.e. if there
is an analytic (or holomorphic, which is equivalent) function de�ned in the
open set M that is equal to the original integrand in D. Let M ⊆ C be an
open set such that there exists an analytic continuation of g(z)ef(z) to M and
let α, β : [0, 1] → M be two homotopic curves in M with α(0) = β(0) and
α(1) = β(1). Then ∫

α

g(z)ef(z)dz =

∫
β

g(z)ef(z)dz . (2.142)

According to the theorem, the complex path integral over a holomorphic func-
tion de�ned on an open set is the same for two di�erent paths that are homotopic
to each other, as long as they share the same starting and end points. Here,
this can be used to replace the integral over the real axis from ti to tf with any
homotopic path through the complex plane, as sketched in �g. 2.4. The idea

0 ti tf

0

5

10

Re(t)

Im
(t

)

Figure 2.4: Application of Cauchy's integral theorem to an
integrand of real argument. If there exists a holomorphic con-
tinuation of the function to an open set and if the blue path and
the red path within the open set are homotopic to each other,
the integral over each pathway is the same as long as they share
the same starting and end points.

of the saddle point approximation is to �nd a pathway that on its way through
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the complex plane from ti to tf crosses a sharply peaked maximum of the in-
tegrand. If this peak is su�ciently large, it dominates the value of the entire
path integral. In this case, the value of the integral can be approximated by the
integrand's value at the saddle point multiplied with the width of the peak. If
furthermore the exponential part ef(z) of the integrand changes its value much
faster in the vicinity of the peak than the prefactor g(z) does, the position and
the width of the peak of the entire integrand are given by the position and
width of the peak of ef(z) alone.

If one �nds a path from ti to tf that leads over such a single dominating
peak (saddle point) at a complex �time� t0, the integrand can be approximated
as a Gaussian centered at t0 with a width �tted to the integrand's curvature at
t0. In this case, the integral I from eq. (2.141) can be approximated as

I =

∫ tf

ti

dt′g(t′)ef(t′) ≈
√√√√ 2π

−η2 d2f(t)
dt2

∣∣∣
t=t0

ηg(t0)ef(t0) , (2.143)

where η is a phase, i.e. |η| = 1, that has to be chosen such that η2 d2f(t)
dt2

∣∣∣
t=t0

is

negative and real. The expression

g(t0)ef(t0) (2.144)

is the value of the integrand at the saddle point, the prefactor√√√√ 2π

−η2 d2f(t)
dt2

∣∣∣
t=t0

(2.145)

accounts for the width of the integrand's peak around the saddle point.
Because the integrand is holomorphic at the saddle point, its real and imag-

inary part u, v : R2 → R with

g(z)ef(z) = u(Re(z), Im(z)) + iv(Re(z), Im(z)) (2.146)

ful�ll the Cauchy-Riemann di�erential equations

∂u

∂ Re(z)
=

∂v

∂ Im(z)
,

∂u

∂ Im(z)
= − ∂v

∂ Re(z)
, (2.147)

and therefore

∂2u

∂(Re(z))2
= − ∂2u

∂(Im(z))2
,

∂2v

∂(Re(z))2
= − ∂2v

∂(Im(z))2
. (2.148)

From this, one can see that a holomorphic function never has a maximum in
the complex plane, but only saddle points. If the second derivative in the one
direction is negative, i.e. a maximum is reached, it is always positive in the
orthogonal direction. Therefore, the path from ti to tf has to be chosen such
that it crosses the saddle point in the direction of maximum negative curvature,
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i.e. it has to cross the saddle point like a car on a mountain pass crosses the
lowest point of a mountain range which is the highest point in the trajectory of
the car. If it doesn't, the path doesn't assume its maximum in t0, but a local
minimum, and the saddle point approximation is not applicable. In eq. (2.143),
the phase factor η allows for controlling the direction of the crossing.

2.3.5 Example: Strong-Field Ionization of Hydrogen

An exemplary calculation for the removal of an electron originally bound in a
scaled 1s-state of hydrogen is performed in the following, using both the SFA in
length gauge and Λ = (0, 0)-partitioning and the saddle point approximation.
This will allow for the examination of the relation between the spatial size of
the ground state and the applicability of the saddle point approximation to the
calculation of the SFA amplitude in length gauge and Λ = (0, 0)-partitioning.
What can be learned from this is used in section 3.1, where a formalism is
presented to overcome the di�culties shown in this section, which is then applied
to the spatially larger ground state of C60.

Between ti = 0 and tf = π
ω
, the system is exposed to a laser creating an elec-

tric �eld at the location of the atom (in the sense of the dipole approximation)
with the time dependence

~F (t) =


0 t < ti = 0

~ezF0 sin(ωt) 0 ≤ t ≤ π
ω

0 t > tf = π
ω

. (2.149)

This corresponds to a half-cycle pulse with a rectangular envelope (see the upper
plot in �g. 2.5).

2.3.5.1 Ionization Amplitude in SFA

Initially, at ti, the electron is in the 1s-state

〈~r|ψi〉 =
1√
πα3/2

e−r/α (2.150)

with energy E0 = −0.5 a.u. For hydrogen, α = 1 a.u., however α is kept as a
variable in this example. This will prove useful when investigating spatially
larger ground states (α > 1) or smaller ground states (α<1); in particular the
former case is interesting when calculating the ionization amplitude of C60 as
done in chapter 3. The time-dependent state in interaction picture reads

|ψIi (t)〉 = Û(0)(t, ti) |ψi〉 (2.151)

= e−iE0t |ψi〉 . (2.152)

In order to evaluate the expression for the ionization amplitude in SFA MSFA
ion

from eq. (2.140), the transition dipole moment

〈~k|ĤI(t)|ψi〉 (2.153)
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is needed, which can be calculated analytically.

〈~k|ĤI(t)|ψi〉 =
F0 sin(ωt)
√
π (2πα)3/2

∫
d3r e−i

~k~rze−r/α (2.154)

= i
F0 sin(ωt)
√
π (2πα)3/2

∂

∂kz

∫
d3r e−i

~k~re−r/α , (2.155)

and after expanding the plane waves into

e−i
~k~r = 4π

∞∑
l=0

l∑
m=−l

(−i)ljl(kr)Ylm(~̂k )Y ∗lm(~̂r ) , (2.156)

where Ylm(θ, φ) are the spherical harmonics and jl(x) are the spherical Bessel
functions, one can write

〈~k|ĤI(t)|ψi〉 = i

√
2

πα3/2
F0 sin(ωt)

∂

∂kz

∫ ∞
0

dr r2j0(kr)e−r/α . (2.157)

Using ∫ ∞
0

dr r2j0(kr)e−r/α =
2α3

(α2k2 + 1)2
(2.158)

yields

〈~k|ĤI(t)|ψi〉 = F0 sin(ωt)
−8
√

2iα7/2

π

kz
(α2k2 + 1)3

. (2.159)

Using eq. (2.152) and ∫ t′

tf

dt′′ ~F (t′′) =

∫ t′

π
ω

dt′′ ~F (t′′) (2.160)

= −F0

ω
[1 + cos(ωt′)] (2.161)

for 0 ≤ t′ ≤ π
ω
, one obtains

MSFA
ion = −8

√
2F0α

7/2

π

∫ tf

ti

dt′
sin(ωt′)

(
kz + F0

ω
[1 + cos(ωt′)]

)
ei(S~k(t′)−E0t′)(

α2
(
k⊥

2 +
(
kz + F0

ω
[1 + cos(ωt′)]

)2
)

+ 1
)3 ,

(2.162)
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where k2
⊥ = k2

x + k2
y. The explicit form of S~k(t

′) can also be calculated analyti-
cally and reads

S~k(t
′) =

[
1

4

(
2k2

z + 4kz
F0

ω
+ 3

(
F0

ω

)2
)
t′′ (2.163)

+
8(kz + F0

ω
)F0

ω
sin(ωt′′) +

(
F0

ω

)2
sin(2ωt′′)

8ω
+
k2
⊥
2
t′′
]t′
t′′=π/ω

(2.164)

for tf = π
ω
.

2.3.5.2 Saddle Point Approximation

The integrand g(t′)ef(t′) with

g(t′) = sin(ωt′)
kz + F0

ω
[1 + cos(ωt′)](

α2
(
k⊥

2 +
(
kz + F0

ω
[1 + cos(ωt′)]

)2
)

+ 1
)3 (2.165)

f(t′) = i
(
S~k(t

′)− E0t
′) (2.166)

and its factors g(t′) and ef(t′) alongside with the time-dependent �eld F (t) are
shown in �g. 2.5. For reasons that are discussed later on (see �g. 2.9), the laser
parameters are chosen as

ω = 0.01 (2.167)

F0 = 0.09 , (2.168)

the scale of the hydrogen 1s state is set to α = 0.3, and for the �nal momentum,
kz = −F0

ω
and k⊥ = 0 are chosen. It is clearly visible that the integral over

g(t)ef(t) approximately cancels out everywhere except for times t near the peak
of the electric �eld at t = 1

2
π
ω
. For any time t, the derivative of the exponent is∣∣∣∣ d

dt
f(t)

∣∣∣∣ =
d

dt

(
S~k(t)− E0t

)
(2.169)

=
1

2me

(
~k +

∫ tf

t

dt′ ~F (t′)

)2

− E0 . (2.170)

Consider a classical electron present in free space at time t. Due to its negative
charge, it would gain the additional momentum

−
∫ tf

t

dt′ ~F (t′) (2.171)

in the �eld. If the electron arrives at a detector at time tf with the momentum
~k, its momentum at time t was

~k +

∫ tf

t

dt′ ~F (t′) . (2.172)
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Figure 2.5: The real and imaginary parts of the SFA integrand
g(t)ef(t) (at the bottom, see eqs. (2.165) and (2.166)) and its
factors g(t) and ef(t) (in the middle) are shown as a function of
time, alongside with the time-dependent �eld F (t) (at the top).
The laser parameters are F0 = 0.09 and ω = 0.01, the scale
of the ground state wave function is α = 0.3, and for the �nal
momentum, kz = −F0

ω and k⊥ = 0 are chosen.

Therefore, d
dt
S~k(t) is the kinetic energy of a plane wave at time t, given that

it was detected with momentum ~k at time tf . Hence, d
dt

(
S~k(t)− E0t

)
is the

ionization potential from the ground state into such a plane-wave state at time
t. As already pointed out, the ionization amplitude MSFA

ion , i.e. the integral over
g(t)ef(t), is dominated by times t for which ef(t) oscillates slowly. On the other
hand, the absolute value of the derivative of the imaginary exponent f(t) is the
smallest when d

dt
S~k(t), i.e. the energy of the plane-wave state, is the smallest.

One can conclude that the ionization amplitude into a plane-wave state that is
measured at the detector with momentum ~k at tf is predominantly determined
by the minimum ionization potential that existed between the back-propagated
state and the ground state during the pulse, i.e. the ionization potential at a
time tr.
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This �almost stationary� point in time can be calculated as∣∣∣∣ d2

dt2
f(t)

∣∣∣∣
t=tr

∣∣∣∣ !
= 0 ⇐⇒

(
~k +

∫ tf

tr

dt′ ~F (t′)

)
· ~F (tr) = 0 , (2.173)

which means that tr, i.e. the dominant contribution to the total ionization, is
the point in time at which the momentum component parallel to the �eld of the
state later detected as ~k vanished. In the present example of a linearly polarized
�eld in z direction (see eq. (2.149)), this yields the explicit expression

cos(ωtr) = −1− ωkz
F0

. (2.174)

Notice that −2F0

ω
≤ kz ≤ 0, as the linearly polarized �eld always points in the

positive z direction. For example, the integrand in �g. 2.5 is plotted for the �nal
longitudinal momentum kz = −F0

ω
, corresponding to tr = 1

2
π
ω
, which is exactly

at the peak of the time-dependent �eld F (t).
Because the exponent f(t) itself is an oscillatory function in t with an am-

plitude proportional to F0, the dominance of tr is more pronounced if the �eld
is stronger. This can also be understood intuitively. For stronger �elds the
wave packet is accelerated much more after ionization, and therefore a wave
packet component being detected with momentum ~k that did not escape in the
vicinity of tr had to have a very strong longitudinal momentum after ionization,
in order to make up for this acceleration. This large momentum adds to its ion-
ization potential, which is re�ected in a faster oscillation of ef(t) and hence in
less contribution to the �nal amplitude.

So far, it has been established that for su�ciently strong �elds the ioniza-
tion amplitudeMSFA

ion depends mainly on the slowly-varying part of the integrand
g(t)ef(t) centered around tr, assuming negligible oscillation of g(t). Furthermore,
the physical meaning of this was discussed. However, from this qualitative anal-
ysis it is not possible to calculate a numeric value for MSFA

ion . Nevertheless, this
can be done by analytically continuing the integrand to the complex plane and
applying the saddle-point approximation according to eq. (2.143). Fig. (2.6)
shows the absolute value of the complex integrand analytically continued to the
complex plane. When moving from the real axis towards the positive imaginary
direction, the integrand decreases exponentially. The faster the oscillation on
the real axis is, the faster the integrand decreases. This leads to a very pro-
nounced saddle in imaginary direction, centered at tr. It is possible to �nd an
integration path (gray dashed line in �g. 2.6) that crosses this saddle at its low-
est point, i.e. at the saddle point. Notice that �g. 2.6 shows the SFA integrand
for kz = −F0

ω
, which means that tr is right at the maximum value of the �eld.

Other kz correspond to other tr before or after the peak, which would result in
a non-symmetric heat map.

2.3.5.3 Limit of slowly varying prefactor g(t)

In order for eq. (2.143) to hold, it is, as discussed, necessary that the prefactor
g(t) oscillates much more slowly than the exponential part ef(t) in the vicinity
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Figure 2.6: The absolute value of the SFA integrand g(t)ef(t)

(see eqs. (2.165) and (2.166)) in the complex plane (upper plot)
is shown together with its real and imaginary part on the real
axis (lower plot). Where the oscillation along the real axis is
slow, the exponential decay in the positive imaginary direction
is comparatively slow. This leads to a pronounced saddle point
at real time tr and imaginary time ti. When choosing the gray
dashed integration path, the integral can be approximated using
the value of the integrand at the saddle point and the width of
the saddle point indicated by the black bar. The laser parameters
are F0 = 0.09 and ω = 0.01, the scale of the ground state wave
function is α = 0.3, and for the �nal momentum, kz = −F0

ω and
k⊥ = 0 are chosen.

of the saddle point t0. A lower limit for the oscillation of ef(t) is given by |E0|,
as can be seen from eq. (2.170). It is however more complicated to quantify
the oscillation frequency of g(t) around t0. As can be seen from Fig 2.7, the
prefactor g(t) has two peaks that are closer together the larger α becomes. The
oscillation frequency in the vicinity of the saddle point, i.e. the frequency by
which g(t) changes from its maximum value to its minimum, can be de�ned in
terms of the distance Thalf between the maximum and the minimum,

ωg =
2π

2Thalf
. (2.175)
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Figure 2.7: Dependency of the prefactor g(t) (see eq. (2.165))
on the scale of the ground state α. The laser parameters are
F0 = 0.09 and ω = 0.01, and for the �nal momentum, kz = −F0

ω
and k⊥ = 0 are chosen.

The oscillation of the prefactor de�ned in this sense becomes faster the larger
the ground state is. For very small α and for the choice of �nal momenta
kz = −F0

ω
and k⊥ = 0 like in �g. 2.7,

g(t) ≈ F0

2ω
sin(2ωt) , (2.176)

and therefore ωg ≈ 2ω. For larger α, the analytical expression for Thalf can be
obtained by calculating the distance between the maximum and the minimum
explicitly, and for the special case kz = −F0

ω
and k⊥ = 0 it reads

Thalf =
1

ω
(arccos(C)− arccos(−C)) , (2.177)

where

C = −

√
2ω2−ω

√
25α4F4

0
ω2 +4α2F 2

0 +4ω2

α2F 2
0

+ 5

2
√

2
. (2.178)

This formula can be used for an estimate of the order of magnitude of ωg. To
conclude, eq. (2.143) holds if the oscillation frequency of the exponential, i.e.
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|E0|, is much larger than ωg, i.e.

~ωg
|E0|

� 1 . (2.179)

Fig. 2.8 shows the value of ~ωg
|E0| for di�erent values of α, ω, and F0. The present

choice of F0 = 0.09, ω = 0.01, and α = 0.3 ful�lls the requirement in eq. (2.179).
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Figure 2.8: Parameter regime (shown for di�erent ground state
scales α as a function of the peak �eld strength F0 and the fre-
quency ω) in which the approximation of a slowly varying prefac-

tor g(t) (see eq. (2.165)) is ful�lled, i.e.
~ωg
|E0| � 1. The numerical

values are plotted for the �nal momenta kz = −F0
ω and k⊥ = 0,

but also hold as an order-of-magnitude estimate for other mo-
menta. For the present example, F0 = 0.09, ω = 0.01, and
α = 0.3 have been chosen, for which the approximation is ful-
�lled (black cross).

2.3.5.4 Quasi-static approximation

Because the prefactor g(t) is slowly oscillating in the sense of eq. (2.179), the
saddle point t0 of the expression g(t)ef(t) can be approximately determined as
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the saddle point of the exponent ef(t) alone, i.e. at t0 the complex derivative

df(t)

dt

∣∣∣∣
t=t0

= 0 (2.180)

vanishes. This is ful�lled for

1

2me

(
~k +

∫ tf

t0

dt′ ~F (t′)

)2

− E0 = 0 , (2.181)

where the integral symbol now denotes a complex path integral from t0 to tf ,
which is independent of the speci�c form of the path due to the analyticity of
the function. It can be decomposed into∫ tf

t0

dt′ ~F (t′) =

∫ tr

t0

dt′ ~F (t′) +

∫ tf

tr

dt′ ~F (t′) , (2.182)

and, using eq. (2.173) and the fact that the �eld ~F (t) always points in z direction
according to eq. (2.149), this can be rewritten as(∫ t0

tr

dt′F (t′)

)2

= −2me(−E0 +
k2
⊥

2me

) . (2.183)

Because E0 is negative, the left part of the equation has to be purely imaginary.
To solve for t0, it is assumed that

ω|t0 − tr| � 1 , (2.184)

which physically means that the Keldysh parameter for the ionization process
is small, as is shown later. This approximation justi�es the substitution F (t′) ≈
F (tr) in the integral, and one obtains

|t0 − tr| = ±i
√

2meIP (k⊥)

F (tr)
, (2.185)

where IP (k⊥) is the ionization potential from the ground state into a plane-
wave state with the perpendicular momentum k⊥ and vanishing longitudinal
momentum kz = 0.

IP (k⊥) = −E0 +
k2
⊥

2me

. (2.186)

In conclusion,

ω|t0 − tr| = ω

√
2meIP (k⊥)

F (tr)
= γKel(k⊥)� 1 (2.187)

is the Keldysh parameter of the described ionization process. Hence, the ap-
proximation ω|t0 − tr| � 1 used to obtain this expression is ful�lled in the
quasi-static limit in which γKel(k⊥)� 1 (see section 2.3.1). Fig. 2.9 provides an
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overview of the possible combinations of α, ω, and F0 for which both the ap-
proximation of a slowly varying prefactor (see eq. (2.179)) and the quasi-static
approximation as de�ned in eq. (2.187) are ful�lled. As can be seen from the
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Figure 2.9: Parameter regime (shown for di�erent ground state
scales α as a function of the peak �eld strength F0 and the fre-
quency ω) in which both the approximation of a slowly varying

prefactor g(t) (see eq. (2.165)), i.e.
~ωg
|E0| � 1, and the quasi-

static approximation, i.e. γKel(k⊥ = 0) � 1, are ful�lled. The
numerical values are plotted for the �nal momenta kz = −F0

ω
and k⊥ = 0, but also hold as an order-of-magnitude estimate for
other momenta. For the present example, F0 = 0.09, ω = 0.01,
and α = 0.3 have been chosen, for which the approximations are
ful�lled (black cross).

�gure, the parameter choice F0 = 0.09, ω = 0.01, and α = 0.3 lies within the
regime in which both approximations are ful�lled, in fact, the values are

~ωg
|E0|

= 0.11 and γKel(k⊥ = 0) = 0.19 . (2.188)

When moving to larger ground state sizes α, e.g. to the real size of the hydrogen
atom α = 1, the approximations used require smaller frequencies ω, resulting
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in a rapidly oscillating integrand g(t)ef(t). Such an integrand is numerically de-
manding to evaluate when calculating the SFA amplitude (eq. (2.162)) directly
without using the saddle point approximation. In section 2.3.5.5 however, the
amplitude in SFA without the saddle point approximation is compared to the
one with saddle point approximation, therefore values of ω that are not too
small have to be used. Therefore, α = 1 can not be used for the comparison.

The result for the saddle points in the quasi-static approximation is

ωt0 = ωtr ± iγKel(k⊥) . (2.189)

The result with positive sign is plotted as the black cross in �g. 2.6. Now the
saddle point approximation formula in eq. (2.143) can be used. To stay consis-
tent with the quasi-static approximation (see eq. (2.187)), F (t0) is expanded to
linear order in ω|t0 − tr|, i.e.

F (t0) ≈ F (tr)± i
dF (t)

dt

∣∣∣∣
t=tr

γKel(k⊥)

ω
. (2.190)

Because of

max
t

∣∣∣∣dF (t)

dt

γKel(k⊥)

ω

∣∣∣∣ = F0γKel(k⊥)� F0 , (2.191)

this �rst-order correction term is small in the quasi-static limit. In order to
calculate the ionization matrix element de�ned in eq. (2.162), the saddle point
approximation according to eq. (2.143) is applied, with g(t′) and f(t′) as de�ned
in eqs. (2.165) and (2.166). f(t0) can be expressed as

f(t0) = i
(
S~k(t0)− E0t0

)
(2.192)

= f(tr) + i

 1

2me

∫ t0

tr

dt′

(
~k −

∫ t′

tf

dt′′ ~F (t′′)

)2

− E0(t0 − tr)

 (2.193)

= f(tr) + i

 1

2me

∫ t0

tr

dt′

(∫ t′

tr

dt′′ ~F (t′′)

)2

+ IP (k⊥)(t0 − tr)

 ,

(2.194)

and, using that |t′′ − tr| ≤ |t′ − tr| ≤ |t0 − tr| in the integrand, the integrand
can be approximated to leading order in ω|t′′ − tr|, i.e.

f(t0) ≈ f(tr) + i

(
1

2me

∫ t0

tr

dt′F 2(tr) (t′ − tr)2
+ IP (k⊥)(t0 − tr)

)
(2.195)

= f(tr) + i

(
1

2me

F 2(tr)

3
(t0 − tr)3 + IP (k⊥)(t0 − tr)

)
(2.196)

= f(tr)∓
2

3

√
2meI

3/2
P (k⊥)

F (tr)
, (2.197)

where the negative sign corresponds to the positive sign in eq. (2.189) and vice
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versa. Because the �nal result for the ionization amplitude in saddle point
approximation has the form

MSFA-SPA
ion = −8

√
2F0α

7/2

π

√√√√ 2π

−η2 d2f(t)
dt2

∣∣∣
t=t0

ηg(t0)ef(t0) (2.198)

= −8
√

2F0α
7/2

π

√√√√ 2π

−η2 d2f(t)
dt2

∣∣∣
t=t0

ηg(t0)ef(tr) exp

(
∓2

3

√
2meI

3/2
P (k⊥)

F (tr)

)
,

(2.199)

one can now understand why the negative sign has to be chosen here, i.e.,
correspondingly, the positive sign in eq. (2.189). The inverse sign corresponds to
a saddle point in the lower half of the complex plane. In the negative imaginary
direction, the integrand g(t)ef(t) grows exponentially for all Re(t). This means
that while it is correct to calculate the integral over t along a path in the
lower half-plane, it is not possible to �nd a single saddle point that dominates
the integral. However, as can be seen from �g. 2.6, the saddle point in the
upper half-plane ful�lls this requirement. Therefore, when using an integration
path leading over the saddle point in the upper half-plane, the saddle point
approximation can be applied.

Furthermore, one obtains

d2f(t)

dt2

∣∣∣∣
t=t0

= − i

me

(
~k −

∫ t0

tf

dt′ ~F (t′)

)
~F (t0) (2.200)

≈ − i

me

(
~k −

∫ t0

tf

dt′ ~F (t′)

)
~F (tr) (2.201)

=
i

me

(∫ t0

tr

dt′ ~F (t′)

)
~F (tr) (2.202)

≈ −F
2(tr)

me

γKel(k⊥)

ω
, (2.203)

and because � as discussed in section 2.3.4 � the phase factor η has to be
chosen such that

Re

(
−η2 d2f(t)

dt2

∣∣∣∣
t=t0

)
> 0 (2.204)

Im

(
−η2 d2f(t)

dt2

∣∣∣∣
t=t0

)
= 0 , (2.205)

it follows that

η = 1 , (2.206)

meaning that the saddle point has to be crossed in positive real direction, as
can also be seen from �g. 2.6. For the prefactor accounting for the width of the
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peak centered at the saddle point one obtains√√√√ 2π

−η2 d2f(t)
dt2

∣∣∣
t=t0

=
1

|F (tr)|

√
2πmeω

γKel(k⊥)
. (2.207)

The width of the saddle point is indicated by the black bar in �g. 2.6. As the
analytical formula of g(t) is known, g(t0) can be calculated without using the
quasi-static approximation here.

The �nal result for the ionization amplitude in SFA and saddle point ap-
proximation reads

MSFA-SPA
ion = −i ef(tr)

8
√

2F0α
7/2

π

1

|F (tr)|

√
2πmeω

γKel(k⊥)
g(t0) exp

(
−2

3

√
2meI

3/2
P (k⊥)

F (tr)

)
.

(2.208)

Because f(tr) is a purely imaginary number, the term ef(tr) is a phase describing
the propagation of the free wave packet due to its own kinetic energy.

2.3.5.5 Validation of the Saddle Point Approximation

One can assess the applicability of the saddle point approximation in this spe-
ci�c case by comparing the analytical result in eq. (2.208) to the expression
without saddle point approximation in eq. (2.162). While it is not feasible to
calculate the time integral in the latter equation for a wide range of laser pa-
rameters and �nal momenta ~k numerically, it is easily possible to do so for a
small set of parameters. The integration is done using the composite trapezoidal
rule implemented in the trapz function contained in the numpy library [31] for
python. Di�erent step sizes are used to assess the convergence of the numerical
integration. Fig. 2.10 compares the results for varying ω, while F0 = 0.09 and
α = 0.3 are kept as in the examples before. The value ω = 0.01, that was also
used there, is indicated by the vertical black dashed line. As can be expected
from �g. 2.9, the result for MSFA−SPA

ion is the most accurate for lower values of
ω, where the quasi-static approximation is better. In this regime, the deviation
from MSFA

ion is between 10% and 20%. The numerical evaluation of MSFA
ion be-

comes demanding for the smallest ω shown here due to the fast oscillation of
the integrand. This leads to numerical rounding errors, re�ected by the fact
that results for di�erent step sizes don't agree anymore.

In this section, it was discussed using the example of hydrogen how and un-
der which conditions the saddle point approximation can be applied to approxi-
mately calculate the SFA amplitude in length gauge and Λ = (0, 0)-partitioning.
In particular, it has been shown that the assumption of a slowly varying transi-
tion dipole moment �prefactor� g(t) only holds if the initial state is su�ciently
compact, while its maximum size quantitatively depends on the laser param-
eters and the ionization potential of the state. This is of course a restriction
that does not necessarily hold for all problems, speci�cally, it doesn't for the
problem of the ionization of large molecules like C60 in typical laser �elds, as
can be seen from �g. 2.9 for large ground state sizes α. In the following chapter,
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Figure 2.10: Relative deviations

∣∣∣|MSFA−SPA
ion |2−|MSFA

ion |
2
∣∣∣

|MSFA
ion |

2 of the

di�erential ionization probabilities as a function of the frequency
ω. The values of MSFA

ion are obtained by integrating expression
(2.162) numerically with di�erent step sizes given in the legend.
The values of MSFA−SPA

ion are obtained using the saddle point
approximation according to eq. (2.208). The parameters F0 =
0.09 and α = 0.3 are kept as in the examples before, while the
value ω = 0.01, that was also used there, is indicated by the
vertical black dashed line. Please refer to section 2.3.5.5 for a
discussion of the results.

a new formalism is presented that circumvents this restriction, using a di�erent
splitting of the integrand into �slowly oscillating� and �rapidly oscillating� parts.
This formalism is applied to the objective of this work, i.e. to the description
of the ionization of the C60 fullerene in intense half-cycle pulses.
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Chapter 3

Single Ionization of C60

Consider a C60 molecule exposed to a time-dependent electric �eld in dipole ap-
proximation. As in the hydrogen example (see eq. (2.149)), the �eld is assumed
to be of the form

~F (t) =


0 t < ti = 0

~ezF0 sin(ωt) 0 ≤ t ≤ π
ω

0 t > tf = π
ω

, (3.1)

corresponding to a half-cycle pulse with a rectangular envelope. In this chapter,
it is assumed that the removal of an electron originally bound in the C60 molecule
can be described assuming only one single active electronic wave packet moving
in the mean �eld created by the rest of the electronic distribution. This is known
as the single-active-electron approximation (SAE) [32], and has been applied in
various contexts before, e.g. to the ionization of molecular hydrogen [33, 34].

3.1 Analytical approach

As discussed in section 2.3.3, the saddle point approximation for the strong-
�eld approximation in length gauge and Λ = (0, 0)-partitioning breaks down
for ground states that are large in the sense discussed there. As C60 has a
radius of approximately 3.5Å, this limit is already reached for relatively low
�eld strengths, as is shown in this section. Based on the SFA in length gauge
and Λ = (0, 0)-partitioning (see eq. (2.140)), an extension of the saddle point
approximation (SPA) is introduced to apply it to larger molecules, speci�cally
to the C60 fullerene.

3.1.1 Approximate Ground-State of the Single Active Elec-
tron

For the analytical approach presented in the following, the ground state of the
single active electron before being exposed to the laser �eld is described in the
rigid-rotor approximation, i.e. it reads

|g〉 = |l, u〉 , (3.2)

where |l, u〉 was already de�ned in the introduction of the rigid-rotor model in
section 2.1.1.2, more precisely in eq. (2.34).
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3.1.2 Transition Matrix Element in Strong-Field Approx-
imation

The strong-�eld approximation (SFA) in length gauge and Λ = (0, 0)-partitioning
introduced and discussed in section 2.3.3 can be directly applied to the tran-
sition of the single active electron originally found in |g〉 = |l,m〉 into a free
plane-wave state |~k〉. The implication of the SFA is, as already discussed, that
the interaction of the removed electron with the atomic potential is neglected
completely during the ionization process itself, such that the dynamics are solely
determined by the interaction of the electron with the external ionizing �eld de-
scribed by the interaction Hamiltonian

ĤI(t) = ~̂r · ~F (t) . (3.3)

The ionization amplitude from the initial state |g〉 the system is found in at ti
into the �nal state |k〉 at a time tf in length gauge and Λ = (0, 0)-partitioning
reads (see eq. (2.140))

MSFA
ion = −i

∫ tf

ti

dt′ 〈~k −
∫ t′

tf

dt′′ ~F (t′′)|~F (t′)~̂r |g(I)(t′)〉 eiS~k(t′) , (3.4)

where |g(I)(t)〉 is the ground state |g〉 in the interaction picture, i.e.

|g(I)(t)〉 = Û(0)(t, ti) |g〉 (3.5)

= e−iE1t |g〉 , (3.6)

and the ground state energy of the single active electron is given by the �rst
ionization energy of C60 that was found experimentally to be 7.65 eV [7], i.e.

E1 = −7.65 eV , (3.7)

as well as

S~k(t) =
1

2me

∫ t

tf

dt′

(
~k −

∫ t′

tf

dt′′ ~F (t′′)

)2

. (3.8)

3.1.3 Solution using the Saddle Point Approximation

Based on the SFA in length gauge and Λ = (0, 0)-partitioning, an extension to
the saddle point approximation is introduced in the following to use it for larger
ground states, like for example the rigid-rotor ground state of the single active
electron of the C60 fullerene.

De�ning the transition dipole moment D(~k) according to

D(~k) := 〈~k|ẑ|g〉 (3.9)



3.1. Analytical approach 49

allows one to rewrite the ionization amplitude in SFA as

MSFA
ion = −i

∫ tf

ti

dt′ F (t′)D

(
~k −

∫ t′

tf

dt′′ ~F (t′′)

)
ei(S~k(t′)−E1t′) . (3.10)

On the �rst glance, the application of the saddle point approximation (SPA)
might seem straightforward from here by simply de�ning

g(t) := F (t)D

(
~k −

∫ t

tf

dt′ ~F (t′)

)
(3.11)

f(t) := i
(
S~k(t

′)− E1t
′) (3.12)

and then applying eq. (2.143), i.e.∫ tf

ti

dt′g(t′)ef(t′) ≈
√√√√ 2π

−η2 d2f(t)
dt2

∣∣∣
t=t0

ηg(t0)ef(t0) , (3.13)

however, as discussed in section 2.3.4, this equation only holds if the �prefac-
tor� g(t) only oscillates slowly in the vicinity of the saddle point t0. There, the
exemplary application of SFA and SPA to the ionization of hydrogen was dis-
cussed, �nding that the oscillation timescale of g(t) depends on the spatial scale
of the ground state, such that eq. (3.13) only holds for ground states that are
spatially small enough in the sense that was established there (see eq. 2.179).
As the C60 molecule is around seven times larger in diameter than the hydrogen
atom, one can already expect that the assumption of a slowly varying prefactor
g(t) might not hold here anymore for the same laser parameters. Of course, this
argument is more subtle, as it also depends on other scales of the system as the
ionization potential |E1|, and it is re�ned quantitatively later in this chapter.
In the following, a new approach is presented that circumvents the di�culties
arising from the fast oscillation of the prefactor g(t) when de�ned according to
eq. (3.11).

To this end, a di�erent splitting is introduced in which the oscillating part
of the prefactor is explicitly incorporated into the exponential part. Using

〈~r|~k〉 =
1

(2π)3/2
ei
~k~r , (3.14)

one can explicitly express the transition dipole moment as integral over z

D(~k) =

∫
dz d(z,~k⊥)e−ikzz , (3.15)

and using that ~F (t) = ~ezF (t) and

~k −
∫ t

tf

dt′ ~F (t′) = ~k⊥ −
∫ t

tr

dt′ ~F (t′) , (3.16)
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where ~k⊥ is the momentum vector perpendicular to the �eld and

cos(ωtr) = −1− ωkz
F0

, (3.17)

one can write

MSFA
ion = −i

∫
dz

∫ tf

ti

dt′ F (t′)d(z,~k⊥) (3.18)

· exp

(
i

(
S~k(t

′)− E1t
′ +

∫ t′

tr

dt′′ F (t′′)z

))
.

Looking at the inner integral, one can de�ne

g(t, z) := F (t)d(z,~k⊥) (3.19)

f(t, z) := i

(
S~k(t)− E1t+

∫ t

tr

dt′ F (t′)z

)
. (3.20)

The oscillation of the prefactor is simply the �eld frequency ω now, and the
local oscillation frequency of ef(t) can be de�ned as

∣∣∣∣df(t)

dt

∣∣∣∣ =

∣∣∣∣∣∣ 1

2me

(
~k −

∫ t

tf

dt′ ~F (t′)

)2

− E1 + F (t)z

∣∣∣∣∣∣ . (3.21)

From this expression it becomes clear that around the saddle point t0, the
condition

|E1| � F (t)z (3.22)

has to be ful�lled if one would like to neglect the extra term F (t)z coming from
the prefactor. As d(z,~k⊥) is proportional to the x-y-integral over the ground
state in position representation, the largest z occurring in the time integral are
on the order of the scale of the ground state, i.e. r0. In conclusion, the simple
formula in eq. (3.13) can only be used if

~ω � |E1| (3.23)

F0r0 � |E1| (3.24)

are both ful�lled. While ~ω � |E1| is usually the case for laser parameters
in the quasi-static ionization regime, in the case of C60,

|E1|
r0

corresponds to a
maximum �eld intensity of ca. 6.3× 1013 W/cm2. However, in the strong-�eld
regime, typically lasers in the 1× 1013 W/cm2 intensity regime are used, and
therefore F0r0 � |E1| is not ful�lled for the laser parameters of interest here.

The fact that it can not be assumed that g(t) in eq. (3.11) is slowly varying
but only g(t, z) in eq. (3.19) is a complication that arises from the fact that C60

is a molecule that is much larger and has a much smaller ionization potential
than most atoms, i.e. |E1|

r0
is much smaller than for typical atoms. Therefore
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the extension of the �traditional� saddle point approximation (as introduced
in the hydrogen example in section 2.3.5) that is introduced now is typically
applicable to larger molecules. To solve eq. (3.18), a possible approach is to
apply the saddle point approximation to the inner integral over t′ using∫ tf

ti

dt′g(t′, z)ef(t′,z) ≈
√√√√ 2π

−η2 d2f(t,z)
dt2

∣∣∣
t=t0

ηg(t0, z)e
f(t0,z) . (3.25)

As already stated, g(t, z) has to be slowly varying compared to ef(t,z) for this
approximate formula to be applicable. This is the case if

~ω � |E1| . (3.26)

For the present system, |E1| corresponds to a laser wavelength of approx.
160 nm. The condition (3.26) therefore is comfortably met by laser wavelengths
in the infrared spectrum, which are used throughout this work.

The saddle point t0 of ef(t) ful�lls the equation

df(t)

dt

∣∣∣∣
t=t0

= 0 (3.27)

and, following the steps in section 2.3.5 analogously, one obtains(∫ t0

tr

dt′F (t′)

)2

= −2me

(
−E1 +

k2
⊥

2me

+ F (t0)z

)
. (3.28)

In the limit

ω|t0 − tr| � 1 , (3.29)

one obtains

ω(t0 − tr) = iω

√
2me(IP (k⊥) + F (tr)z)

F (tr)
= iγKel(k⊥, z) (3.30)

with

IP (k⊥) = −E1 +
k2
⊥

2me

, (3.31)

which, again analogously to the hydrogen case, shows a posteriori that the
precondition ω|t0 − tr| � 1 is ful�lled in the quasi-static limit where

γKel(k⊥, z)� 1 . (3.32)

In �g. 3.1, the applicability of the quasi-static approximation γKel(k⊥ = 0, z =
0)� 1 is shown for a variety of laser parameters. Analogously, one obtains
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Figure 3.1: The laser parameter regime in which the quasi-
static approximation γKel(k⊥ = 0, z = 0) � 1 applies. The
Keldysh parameter γKel(k⊥ = 0, z = 0) is shown as a function of
the peak �eld strength F0 and the frequency λ. The black cross
indicates the laser parameters at which the momentum distribu-
tion in �g. 3.4 is calculated.

f(t0, z) = f(tr, z) (3.33)

+ i

IP (k⊥)(t0 − tr) +

∫ t0

tr

dt′
1

2me

(∫ t′

tr

dt′′ ~F (t′′)

)2

+ F (t′)z


≈ f(tr, z) (3.34)

+ i

(
(IP (k⊥) + F (tr)z) (t0 − tr) +

1

3
· 1

2me

F 2(tr)(t0 − tr)3

)
= f(tr, z)−

2

3

√
2me

F (tr)
(IP (k⊥) + F (tr)z)3/2 , (3.35)

where f(tr, z) = f(tr, z = 0) is independent of z, and

g(t0) = F (t0)d(z,~k⊥) (3.36)

≈ F (tr)d(z,~k⊥) (3.37)
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as well as

d2f(t, z)

dt2

∣∣∣∣
t=t0

≈ −F
2(tr)

me

γKel(k⊥, z)

ω
+ iz

dF (t)

dt

∣∣∣∣
t=t0

(3.38)

≈ −F
2(tr)

me

γKel(k⊥, z)

ω
+ iz

dF (t)

dt

∣∣∣∣
t=tr

. (3.39)

From the requirement that −η2(z) d2f(t,z)
dt2

∣∣∣
t=t0

is real and positive, it follows that

η(z) = exp

(
− i

2

(
arg

(
d2f(t, z)

dt2

∣∣∣∣
t=t0

)
+ π

))
. (3.40)

Using this, the inner time integral in eq. (3.18) can be evaluated:

MSFA
ion =− ief(tr,z=0)F (tr) (3.41)

·
∫

dz η(z)

√√√√√ 2π∣∣∣∣ d2f(t,z)
dt2

∣∣∣
t=t0

∣∣∣∣d(z,~k⊥) exp

(
−2

3

√
2me

F (tr)
(IP (k⊥) + F (tr)z)3/2

)

From eq. (3.15), it follows that

d(z,~k⊥) =
∑
m

cum

∫
dx

∫
dy

1

(2π)3/2r0

e−i(kxx+kyy) z δ(r − r0)Ylm(θ, φ) ,

(3.42)

which, inserted into eq. (3.41), yields

MSFA
ion =− ief(tr,z=0) F (tr)

(2π)3/2r0

(3.43)

·
∑
m

cum

∫
d3r η(z)

√√√√√ 2π∣∣∣∣ d2f(t,z)
dt2

∣∣∣
t=t0

∣∣∣∣e
−i(kxx+kyy) z δ(r − r0)Ylm(θ, φ)

· exp

(
−2

3

√
2me

F (tr)
(IP (k⊥) + F (tr)z)3/2

)
.

The exponential

exp

(
−2

3

√
2me

F (tr)
(IP (k⊥) + F (tr)z)3/2

)
(3.44)

is pronounced for z ≈ −r0. This can be quanti�ed using the ratio

exp
(
−2

3

√
2me

F (tr)
(IP (k⊥) + F (tr)z)3/2

)
exp

(
−2

3

√
2me

F (tr)
(IP (k⊥)− F (tr)r0)3/2

) , (3.45)
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which is the value of the exponential part of the integrand in eq. 3.43, normalized
to its value at z = −r0. This ratio is shown in �g. 3.2 as a function of z
for di�erent values of F (tr). It can be seen that the exponential reaches its
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Figure 3.2: The ratio in eq. (3.45), i.e. the value of the expo-
nential as a function of z, normalized to its value at z = −r0, is
shown for di�erent F (tr). The �nal momentum is set to k⊥ = 0
and kz = −F0

ω . Notice that for z ≈ −r0, the exponential reaches
its maximum and exponentially decreases for larger values of z.

maximum for z ≈ −r0 and exponentially decreases for larger values of z. This
can be used to take the only slightly z-dependent factors in eq. (3.43) out of
the integral, and one obtains

MSFA
ion ≈− ief(tr,z=0)η(z = −r0)

F (tr)

(2π)3/2r0

√√√√√ 2π∣∣∣∣ d2f(t,z=−r0)
dt2

∣∣∣
t=t0

∣∣∣∣ (3.46)

·
∑
m

cum

∫
d3r e−i(kxx+kyy) z δ(r − r0)Ylm(θ, φ)

· exp

(
−2

3

√
2me

F (tr)
(IP (k⊥) + F (tr)z)3/2

)
.

An approximation can also be used to simplify the term e−i(kxx+kyy), using the
fact that nonzero kx and ky are suppressed exponentially because of the term
IP (k⊥) in the exponential, together with the fact that because of the δ(r− r0)-
term in the integrand, x2 + y2 + z2 = r2 holds. More precisely, if the product
k⊥
√
r2

0 − z2 is large enough such that

e−ik⊥
√
r2
0−z2

= −1, (3.47)
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the corresponding exponential is suppressed according to

R(z) =

exp

(
−2

3

√
2me

F (tr)

(
IP

(
k⊥ = π2

2me
√
r2
0−z2

)
+ F (tr)z

)3/2
)

exp
(
−2

3

√
2me

F (tr)
(IP (k⊥ = 0) + F (tr)z)3/2

) (3.48)

as a function of z. Fig. 3.3 shows the suppression R(z) for di�erent values of
F (tr). The graphic shows that R(z) stays well below 1 also for �eld strengths
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Figure 3.3: Suppression R(z) (see eq. 3.48) for di�erent val-
ues of F (tr), as speci�ed in the legend, and as a function of
z. Regardless of z, R(z) stays below 0.11, indicating that the
perpendicular oscillation of the plane wave can be neglected, as
discussed in the text.

close to the over-the-barrier threshold, meaning that the assumption

e−i(kxx+kyy) ≈ 1 (3.49)

can be assumed for all signi�cant contributions in the distribution of k⊥. Ex-
plicit insertion of the spherical harmonics Ylm(θ, φ) according to the de�nition
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in eq. (2.29) yields

MSFA
ion =− i

∑
m

cumδm,0e
f(tr,z=0)η(z = −r0)

Nlm

2π
F (tr)r

2
0

√√√√√ 2π∣∣∣∣ d2f(t,z=−r0)
dt2

∣∣∣
t=t0

∣∣∣∣
·
∫

dx x Pl|m|(x) exp

(
−2

3

√
2me

F (tr)
(IP (k⊥) + xF (tr)r0)3/2

)
(3.50)

=− i
∑
m

cumδm,0e
f(tr,z=0)η(z = −r0)

· Nlm√
2π

F (tr)r
2
0√∣∣∣∣−F 2(tr)

me

γKel(k⊥,z=−r0)
ω

− ir0
dF (t)

dt

∣∣∣
t=tr

∣∣∣∣
·
∫

dx x Pl|m|(x) exp

(
−2

3

√
2me

F (tr)
(IP (k⊥) + xF (tr)r0)3/2

)
. (3.51)

The remaining integral can be solved numerically using, for example, the func-
tion integrate.quad contained in the scipy library [35] for python.

3.1.4 Ionization yields

The ionization yield can be calculated from the ionization matrix elementsMSFA
ion

by integrating over all possible values of kz and k⊥,

Pion =

∫
d3k |MSFA

ion (~k)|2 (3.52)

=

∫ ∞
0

dk⊥

∫ ∞
−∞

dkz 2πk⊥|MSFA
ion (k⊥, kz)|2 (3.53)

=:

∫
dk⊥

∫
dkz

dPion
dkzdk⊥

. (3.54)

As discussed in paragraph 2.3.3.2.1, the SFA ionization amplitude in Λ = (0, 0)-
partitioning neglects saturation e�ects. This has to be accounted for if the
ionization probabilities come close to 1. The correct ionization rate P sat

ion (t)
obeys the di�erential equation

d (1− P sat
ion (t))

dt
= −Γ(t)(1− P sat

ion (t)) , (3.55)

that takes into account the depletion of the ground state according to the term
1 − P sat

ion (t). Γ(t) is the quasi-static ionization rate at time t. The full solution
of eq. (3.55) is, using the starting condition P full

ion (ti) = 0,

P sat
ion (t) = 1− e−

∫ t
ti

dt′ Γ(t′) . (3.56)



3.2. Numerical Approach 57

If the depletion of the initial state is neglected, the di�erential equation reads

d (1− Pion(t))

dt
= −Γ(t) , (3.57)

which is solved by

Pion(t) =

∫ t

ti

dt′ Γ(t′) , (3.58)

taking into account the correct starting condition.
Comparing the full solution P sat

ion (t) to the approximate result Pion(t) yields

P sat
ion (t) = 1− e−Pion(t) . (3.59)

Because the ionization yield Pion(t) in eq. (3.52) is obtained neglecting deple-
tion e�ects, more accurate results for the ionization yields are obtained when
correcting it according to eq. (3.59). For small depletions, this di�erence is
negligible, but it becomes important for ionization probabilities near 1.

3.1.5 Results

According to the rigid-rotor model discussed in section 2.1.1.2, the original
state of the single active electron is the HOMO level, i.e. the (l = 5)-level. In
the approximation discussed above, the ionization matrix elements for all m
quantum numbers except for m = 0 vanish. Leaving aside symmetry-adapted
states for now, results are calculated for l = 5 and m = 0 therefore. A laser
wavelength of λ = 3000 nm is chosen, which corresponds to a pulse duration of
the half cycle of

THC =
T

2
=

λ

2c
= 5 fs . (3.60)

The �eld strength is set to 0.04 a.u., which corresponds to a peak intensity of
5.62 · 1013W/cm2. This corresponds to a Keldysh parameter of γ ≈ 0.33. The
laser parameters used are also indicated as a black cross in �g. 3.1.

3.2 Numerical Approach

In order to assess the applicability of the approximations presented in section
3.1, it is instructive to describe single ionization of C60 in a way independent of
the �rst result and then compare the results. Obviously, as already discussed,
the full numerical solution of the 60-body problem of the π-electrons is not
feasible, which means that approximations have to be introduced here too.

In this chapter, an ab initio full numerical solution of the TDSE of a single
active electron in a model potential exposed to a pulse of similar shape to the
one in eq. (3.1) is presented. This means that, while it is still assumed that
the ionization can be described using a single active electron and an assump-
tion is made with respect to the electronic structure of the molecule, the SFA
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Figure 3.4: Momentum distribution after single ionization
P (k⊥, kz) := dPion

dkzdk⊥
= 2πk⊥|MSFA

ion (k⊥, kz)|2. The results are
calculated for l = 5 and m = 0, with the laser parameters
F0 = 0.04 a.u. and λ = 3000 nm. The z-momenta are symmet-
rical around −F0/ω, corresponding to a real part of the saddle
point exactly at the maximum of the laser pulse. For growing
perpendicular momenta k⊥, the ionization probability vanishes
exponentially.

and saddle point approximations are not used. Instead, the B spline method
described in 2.1.2 and 2.3.2 is used. The model potential imitates the almost
spherical structure of C60, and its parameters are varied such that the resulting
numerically obtained ground state of the electron in the model potential has
the energy E0 = −IP . Here, IP is the ionization potential for single electron
ionization of C60 that is known experimentally.

3.2.1 Spherical Model Potential

Similarly to the rigid-rotor model, it is advisable to exploit the almost spherical
structure of C60 in some way when approximating the electronic ground state
of the single active electron of C60. For the analytical approach in section 3.1,
the rigid-rotor model was used which explicitly assumes spherical harmonics as
the ground state. In this chapter, the ground state is not explicitly assumed,
but the model potential in which it exists.

The easiest model potential V (~r) for a spherical shell is a radial potential
well of the form

V (~r) = V (r) =

{
−V0 if |r − r0| ≤ ∆

2

0 otherwise
. (3.61)
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The radius r0 of C60 is assumed to be 3.5Å [6], the same number was also used
for the rigid-rotor model in section 2.1.1.2. The width of the potential well ∆ is
set to 2 a.u., which is a little bit less than the diameter of a carbon atom. The
remaining free parameter V0, i.e. the depth of the potential well, can then be
tuned such that the resulting ground state energy E1 �ts the experimental value
of 7.65 eV [7]. To this end, an electronic structure calculation is performed for
a single electron in a model potential of the form in eq. (3.61). More precisely,
the corresponding �eld-free Hamiltonian

Ĥ0 = T̂ + V (r̂) =
p̂2

2me

+ V (r̂) (3.62)

is diagonalized in a �nite orthonormal B spline basis {|i〉}, as discussed in section
2.1.2. This is done using an existent code from the AMO group at Humboldt-
Universität zu Berlin that is a modi�ed version [22] of a code from the group of
P. Lambropoulos [23]. This code was slightly extended for this work to support
the calculation for the model potential given in eq. (3.61). As described in
section 2.1.2, one obtains the representation of the eigenstates {|ψp〉} in the
�nite B spline basis {|i〉}, i.e. one obtains the coe�cient matrix C that ful�lls
the generalized eigenvalue problem

H0C = ESC , (3.63)

where H0 is the Hamiltonian matrix with the coe�cients

(H0)ij = 〈i|Ĥ0|j〉 , (3.64)

E is a diagonal matrix with the energies on the diagonal

Eij = Epδpiδpj , (3.65)

and S is the overlap matrix with the coe�cients

Sij = 〈i|j〉 . (3.66)

The model potential together with the ground state energy E0 found using the
B spline basis set C (see section 3.2.4) is shown in �g. 3.5. For the potential
depth, V0 = 0.58 a.u. is used. The convergence of the calculation of the ground
state energy with respect to the corresponding basis sets is discussed in section
3.2.4.

3.2.2 Time-Dependent Field

Once the electronic structure calculation is performed, i.e. the eigenstates and
their pairwise transition dipole moments are known, the initially present ground
state |ψ0〉 can be propagated in the time-dependent �eld in dipole approximation
and length gauge as discussed in section 2.3.2. The implementation of the time
propagation in the AMO_TOOLS does not yet support time-dependent �elds ~F (t)
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Figure 3.5: Model potential used for the numerical approach
alongside with the resulting ground state energy found using
the B spline code (basis set C). For the potential depth, V0 =
0.58 a.u. is used.

of the functional form in eq. (3.1). However, the time-dependent �eld

~Fnum(t) =


0 t < ti = 0

−~ez 4F0ω2

π2 t(t− π
ω

) 0 ≤ t ≤ π
ω

0 t > tf = π
ω

(3.67)

is already implemented. As can be seen from �g. 3.6, ~F (t) and ~Fnum(t) are very
similar to each other, such that the results from the numerical approach remain
comparable to the analytical result presented in section 3.1. Therefore, ~Fnum(t)
is used as the time-dependent �eld for the numerical approach.

3.2.3 Calculation of Ionization Yields

After the end of the pulse at tf = π/ω, the ground state |ψ0〉 present at ti = 0
has propagated into the state ψ0,f . The ionization yield Pion is then de�ned as
the probability to �nd the system in an ionized state during a measurement, i.e.
the probability to �nd its wave function in an eigenstate of Ĥ0 with an energy
larger than or equal to 0. Hence,

P num
ion =

∑
j: Ej≥0

|〈ψj|ψ0,f〉|2 . (3.68)
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Figure 3.6: Comparison of the z components of the �elds used
in the analytical approach (Fz(t)) and in the numerical approach
(Fnum,z(t)). The pulse duration corresponds to λ = 3000 nm,
and the peak �eld strength is F0 = 0.04 a.u. Both shapes are
comparable.

3.2.4 Basis Sets and Convergence

The calculation of the �eld-free eigenstates {|ψp〉} is done numerically in a
�nite B spline basis as described in section 2.1.2. Di�erent B spline basis sets
of di�erent size are used to check for convergence. For all basis sets, the order
of the B splines is set to k = 9 and the �rst nonzero knot position is set to
∆r = 0.05 a.u. For the angular part (see eq. (2.46)), the l-quantum numbers
l = 0 through l = lmax are used. The parameter lmax is varied as well to
check the convergence, as described later on. As, without loss of generality,
the quantization axis of the initial state is chosen to point into the direction of
the �eld, there is no coupling between di�erent m quantum numbers (see eq.
2.100), such that the basis set can be restricted to only include angular parts
with m = 0. The complete basis set �les can be found in appendix B, and the
most important features are summarized in table 3.1. For all calculations, the
potential parameters ∆ = 2 a.u. and V0 = −0.58 a.u. are used. Since for any
possible state |ψ〉

〈ψ|Ĥ0|ψ〉 ≥ E0 , (3.69)

the ability of a basis set to describe the ground state can be assessed by compar-
ing the resulting ground state energies. As was to be expected, both increasing
Rmax and the density of B splines Rmax/N results in a better ground state en-
ergy. However, while varying the parameters over a wide range, the ground
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Basis set Rmax [a.u.] #B splines N N/Rmax [a.u.] E0 [a.u.]
A 6000 1000 0.2 -0.2886
B 3000 1000 0.3 -0.2809
C 3000 2000 0.7 -0.2840
D 600 1000 1.7 -0.2797
E 600 3000 5.0 -0.2842

Table 3.1: Basis sets used for the electronic structure calcu-
lation of the model potential in 3.61, alongside with the result-
ing ground state energy E0. For the angular part, the angu-
lar momentum quantum numbers l = 0 through l = lmax are
used. The parameter lmax does not in�uence the energy of the
s-symmetric ground state, therefore convergence of the results
with respect to lmax will be discussed later on. The width of
the potential well is �xed to ∆ = 2 a.u. The potential depth is
tuned such that the ground state energy E0 is close to the target
−IP = 7.65 eV ≈ −0.281 13 a.u., and was set to V0 = −0.58 a.u.

state energies stay within a 3% window of each other and the target ground
state energy −IP = 7.65 eV ≈ −0.28113. In section 3.3, it can be seen that
the relative deviations between the numerical and the analytical model are on
a much larger scale, therefore this level of convergence is considered to be suf-
�cient for the comparison.

The B spline basis not only has to be able to describe the ground state
in su�cient accuracy, but, in order to describe ionization processes, it must
also represent the excited and continuum states. In order to estimate the basis
parameters needed for that, a semiclassical estimation can be done. Consider a
classical electron resting with momentum ~p0 = ~0 at the origin ~r0 = ~0 at t = 0,
before the onset of the electric �eld (see eq. (3.1)). Once the �eld is nonzero, the
electron is accelerated by the �eld pointing in positive z direction until the end
of the pulse at t = π

ω
. In dipole approximation, the magnetic �eld component

can be neglected, and therefore the equation of motion for the classical electron
reads

∂~r(t)

∂t
=
~p(t)

me

(3.70)

∂~p(t)

∂t
= −F (t) , (3.71)

where F (t) is the electric �eld component de�ned in eq. (3.1). Therefore, the
trajectory of the electron for t > 0 reads

~r(t) = − 1

me

∫ t

0

dt′
∫ t′

0

dt′′F (t′′) . (3.72)

The maximum |~p |max = |~p(tf )| is reached by the end of the pulse at tf = π
ω
,

and the motion of the electron is uniform after that. The maximum |~p | and |~r |
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the basis set has to describe therefore are

|~p |max = |~p(tf )| and |~r |max = |~r(tf )| . (3.73)

This allows one to give an upper boundary estimate for the B spline box size

Rmax ≈ |~r |max , (3.74)

and, because the wavelength of a plane wave with momentum |~p|max is λmin =
2π
|~p|max , it also allows for an order-of-magnitude estimate for the required B spline
density

Nmin

Rmax

≈ 2

λmin

=
|~p |max

π
, (3.75)

where it was assumed that 2 B spline functions are required to describe a full
plane wave period. This is of course a somewhat arbitrary assumption, but
it can serve as an order-of-magnitude estimate. Notice however that this es-
timation is a quite conservative upper limit, as the majority of the ionization
does not happen at the beginning of the pulse, but around the peak of the �eld
strength. As |~r|max depends �quadratically� on the time the electron spends in
the �eld, this leads to a signi�cant underestimation of the capability of the basis
set.

3.3 Comparison of the Analytical and the Nu-

merical Approach

To compare the analytical approach and the numerical approach described pre-
viously, one can compare ionization yields, i.e. compare P sat

ion (t) in equation
(3.59) to P num

ion in equation (3.68). The analytical result is calculated for

|lini,mini〉 = |0, 0〉 (3.76)

as the initial rigid-rotor state (see eq. (2.28)). For the numerical calculation,
the ground state of the model potential is chosen as the initial state, which has
s-symmetry as well.

As discussed in section 2.3.2, the numerical results have to be checked for
convergence both with respect to the B splines for the radial part and the
maximum angular momentum quantum number lmax of the angular part. To
this end, the numerical result is calculated for the di�erent B spline basis sets
summarized in table 3.1, and the value of lmax is varied between 10, 15, and 20.
Fig. 3.7 shows the results for the highest value lmax = 20. The plot is obtained
for a �xed wavelength λ = 3000 nm and varying peak intensity. The numerical
solutions are drawn in a straight line where the basis is su�ciently dense and
the box size su�ciently large, i.e.

Rmax ≤ |~r |max and
N

Rmax

≤ |~p |max

π
, (3.77)
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Figure 3.7: Comparison of the ionization yields obtained with
the analytical approach described in section 3.1 to the ionization
yields obtained with the numerical approach described in section
3.2, both as a function of the peak intensity. The analytical
result is calculated for |lini,mini〉 = |0, 0〉 (see eq. (2.28)) as the
initial state. For the numerical calculation, the ground state
of the model potential in eq. (3.61) is chosen as the initial state,
which has s-symmetry as well. The numerical calculation is done
for di�erent B spline basis sets as speci�ed in the legend and
summarized in table 3.1, while the value lmax = 20 is chosen
for all plots in this �gure. The wavelength is 3000 nm, which
corresponds to a half-cycle duration of 5 fs.

and as a dotted line where this is not the case. The basis sets D and E ful�ll
these requirements for (almost) all intensities, and only deviate from each other
by around 10%.

In �g. 3.8, the numerical results are compared with each other while varying
the maximum angular momentum quantum number lmax. It shows the relative
deviation of the results for lmax = 10 and lmax = 15 from the result for lmax = 20
for each B spline basis set. It can be seen that the results deviate from each
other by 10% at most in the worst case of the smallest basis set A, while this
deviation goes down to approximately 3% at most in the case of basis set E.
This deviation is smaller than the relative deviation between basis sets D and
E for lmax = 20, which is on the order of 10%, as already mentioned. For
lower intensities, the longitudinal acceleration of the ionized wave packet in the
electric �eld is smaller, therefore states with a larger value of l are not reached
as fast and the convergence with respect to lmax becomes better, as can be seen
from �g. 3.8 as well.
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Figure 3.8: For the di�erent B spline basis sets speci�ed in the
legend and summarized in table 3.1, the numerical results for dif-
ferent maximum angular momentum quantum numbers lmax are
compared. This is done by showing the relative deviation of the
results for lmax = 10 and lmax = 15 from the result for lmax = 20
for each B spline basis set. The ground state of the model poten-
tial in eq. (3.61) is chosen as the initial state. The wavelength is
3000 nm, which corresponds to a half-cycle duration of 5 fs.

However, �g. 3.7 clearly shows that the results of the analytical approach
and the numerical approach are di�erent in their slope in the double-logarithmic
plot. Also from �g. 3.7, it can be seen that the laser regime used for the
calculation is not clearly quasi-static, as the Keldysh parameter ranges from
values around 0.6 to values around 0.3. This is not ideal for a comparison, as the
analytical approach assumes quasi-static laser parameters while the numerical
approach does not. As the �eld strength can not be increased without leaving
the tunneling regime, an alternative is to increase the pulse duration.

Fig. 3.9 shows the comparison between analytical and numerical approach
for λ = 8000 nm. Here, all lines are dotted as none of the basis set shown
satis�es the conservative conditions formulated in section 3.2.4. A �su�cient�
basis set would require about 17000 basis functions, which is not feasible. Hence,
the numerical results are much more noisy compared to �g. 3.7. This noise can
serve as an estimate for the level of convergence of the �nal result.

The convergence with respect to the parameter lmax is shown in �g. 3.10.
Again, the relative deviation of the results for lmax = 10 and lmax = 15 from the
result for lmax = 20 for each B spline basis set is shown. As expected, the results
are much more noisy with respect to the parameter lmax as well. Furthermore,
the relative deviations are less consistent with respect to their dependence on
the B spline basis set and the intensity than in the case of λ = 3000 nm. In
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Figure 3.9: Comparison of the ionization yields obtained with
the analytical approach described in section 3.1 to the ionization
yields obtained with the numerical approach described in section
3.2, both as a function of the peak intensity. The analytical
result is calculated for |lini,mini〉 = |0, 0〉 (see eq. (2.28)) as the
initial state. For the numerical calculation, the ground state
of the model potential in eq. (3.61) is chosen as the initial state,
which has s-symmetry as well. The numerical calculation is done
for di�erent B spline basis sets as speci�ed in the legend and
summarized in table 3.1, while the value lmax = 20 is chosen
for all plots in this �gure. The wavelength is 8000 nm, which
corresponds to a half-cycle duration of 13 fs. As all basis sets are
insu�cient to describe the ionization following the conservative
estimate in section 3.2.4, the numerical results are all dotted.

the worst case, the relative deviations reach up to 50%. This number is on the
order of magnitude of the relative deviations for di�erent B splines shown in
�g. 3.9.

While the results are more noisy for the wavelength λ = 8000 nm, it is
signi�cant that the di�erence in slope between the numerical and the analytical
approach in the double logarithmic plot in �g. 3.9 becomes less pronounced for
λ = 8000 nm compared to λ = 3000 nm. While the curves still di�er in their
slope, they agree on the order of magnitude. This is an indication that the
approximation works better in the long-wavelength regime.

In this section, a comparison of the SFA-based (�analytical�) approach to
the TDSE-based (�numerical�) approach was presented, the former assuming a
rigid-rotor state as initial state, and the latter assuming the ground state of a
spherical box potential as initial state. It was found that while both approaches
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Figure 3.10: For the di�erent B spline basis sets speci�ed in
the legend and summarized in table 3.1, the numerical results for
di�erent maximum angular momentum quantum numbers lmax

are compared. This is done by showing the relative deviation
of the results for lmax = 10 and lmax = 15 from the result for
lmax = 20 for each B spline basis set. The ground state of the
model potential in eq. (3.61) is chosen as the initial state. The
wavelength is 8000 nm, which corresponds to a half-cycle dura-
tion of 13 fs.

predict di�erent ionization probabilities, they agree on the order of magnitude.
A possible explanation for the remaining di�erence is that the wavelength regime
for which the comparison was done is not clearly quasi-static, while moving
to longer wavelengths is not possible due to computational limitations to the
numerical method.

While the solution of a model potential TDSE for a single active electron is
numerically demanding but feasible, it is very hard to describe double ionization
in a 2-electron system. The doubly ionized states require a basis of size O(N2),
provided that for the same laser parameters a basis of size O(N) was su�cient
to obtain convergent results in the single-active-electron case. However, the SFA
calculation is so lightweight that it can be generalized to the 2-electron case.
Hence, the following chapter is concerned with the description of 2-electron
ionization of C60, based on the model developed in this chapter.
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Chapter 4

Correlated Double Ionization of

C60

In chapter 3, a model to describe the single ionization of C60 in a strong electric
�eld was presented. In this chapter, this approach is extended to the 2-electron
case. Again, as in chapter 3, a C60 molecule exposed to a laser �eld of the form

~F (t) =


0 t < ti = 0

~ezF0 sin(ωt) 0 ≤ t ≤ π
ω

0 t > tf = π
ω

(4.1)

is considered. However, in contrast to chapter 3, this chapter aims at describing
the correlated ejection of 2 electrons during the laser pulse. Therefore, it is
assumed in this chapter that the removal of the two electrons originally bound
in the C60 molecule can be described using the 2-body wave packet of the 2
active electrons moving in the mean �eld created by the rest of the electronic
distribution.

4.1 Sequential and Simultaneous Channels in the

Strong-Field Approximation

This chapter aims at describing the transition of the 2 electrons from a fully
bound state into a doubly ionized state. Within the strong-�eld approximation
(SFA), the molecular potential is neglected, which means that no intermediate
bound states are taken into account. Consequently, there are 2 di�erent families
of ionization amplitudes that have to be taken into account when describing
double ionization within SFA.

Firstly, the conceptually simpler case is the direct transition of the doubly
bound state into a doubly ionized state, i.e. a correlated Coulomb wave in the
2-electron continuum. This direct ionization process removing both electrons is
called simultaneous ionization in the following. Secondly, double ionization in
the picture provided by the strong-�eld approximation can also happen sequen-
tially, through the transition of the doubly bound state into an intermediate
state, where �one� electron is bound and the �other� has been ejected, followed
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by a transition of this singly ionized state into a doubly ionized state1. This
2-step process is called sequential ionization in the following. Fig. 4.1 shows a
schematic representation of both processes.

Figure 4.1: Transition scheme from the non-ionized state (C60)
into the singly ionized (C60

++ e� ) and doubly ionized (C60
2++

2 e� ) states. In this chapter, the direct channel is called simulta-
neous ionization and is discussed in section 4.2, while the indirect
channel via the singly ionized state is called sequential and is dis-
cussed in section 4.3. Of course, there is a continuum of both
singly and doubly ionized states, only the states with the lowest
energy are shown here.

Fig. 4.2 gives an overview of the parameters of the �nal state of the system
for both the case of simultaneous and sequential ionization. In the case of
simultaneous ionization (�g. 4.2a), 2 electrons are removed at the same time
from the C60 molecule, forming a 2-electron state in the continuum. The center
of mass of this 2-electron state is accelerated in the �eld and detected with
momentum ~K after the pulse. While the relative coordinate is not coupled to
the external �eld in dipole approximation, the electrons are interacting with
each other via Coulomb repulsion. The energy of the relative motion E =
k2

2µ
, where µ is the reduced mass, contains both kinetic and potential energy

contributions. After some time, the electronic wave packets are pushed away
from each other su�ciently far that the energy of the relative motion has become
purely kinetic, therefore k is the momentum of the relative motion in the limit
t → ∞. Finally, the rotational state of the 2-electron system is determined by
the angular momentum quantum numbers l and m.

In the case of sequential ionization (�g. 4.2b), both electrons are ejected at
di�erent points in time. After the ionization of the �rst electron at t1, it is

1What is meant by ��rst� and �second� electron here are the degrees of freedom of the
wave function associated with the �rst or second particle. Obviously, the 2 active electrons
are interchangeable, and the 2-electron state is antisymmetric in the particle indices.
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(a) Simultaneous double ionization

(b) Sequential double ionization

Figure 4.2: Schematic overview of the parameters of the �-
nal state after ionization in (A) simultaneous and (B) sequential
double ionization.
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accelerated in the �eld and detected with momentum ~k1 after the end of the
pulse. The second electron is ejected at a later point in time t2 > t1 and detected
with momentum ~k2 after the end of the pulse. Assuming that the repulsion of
the 2 electrons after ionization is low2, their relative momentum

~k =
1

2

(
~k2 − ~k1

)
(4.2)

measured at the detector after the pulse is the same as their relative momentum
at t2.

The simultaneous channel is treated in section 4.2, and the sequential chan-
nel is treated in section 4.3.

4.2 Correlated Simultaneous Ionization

4.2.1 Time-Dependent Hamiltonian

The time-dependent Hamiltonian Ĥ(t) of the 2 active electrons reads

Ĥ(t) = Ĥ0 + ĤI(t) (4.3)

in length gauge, where Ĥ0 is the time-independent part

Ĥ0 = ĥ(1) + ĥ(2) + ŵ(1, 2) , (4.4)

where ĥ(i) are the single-electron Hamiltonians consisting of the kinetic energy
operators t̂(t) and the potential energy operators v̂(i) describing the e�ective
potential the electrons are moving in,

ĥ(i) = t̂(i) + v̂(i) , (4.5)

and ŵ(1, 2) is the interaction operator describing the Coulomb interaction of the
2 active electrons with each other. The time-dependent part ĤI(t) describes the
interaction of the two active electrons with the time-dependent �eld of the laser;
in dipole approximation and length gauge, it reads

ĤI(t) =
(
~̂r1 + ~̂r2

)
~F (t) . (4.6)

As in the one-electron case, a time-dependent �eld of the form

~F (t) =


0 t < ti = 0

~ezF0 sin(ωt) 0 ≤ t ≤ π
ω

0 t > tf = π
ω

, (4.7)

is considered, which is the same as in eq. (3.1).

2In the sense that the kinetic energy of the relative motion is large compared to the
potential energy of the interaction, please refer to section 4.3.3.4 for a discussion.
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4.2.2 Approximate Ground-State of the Two Active Elec-
trons

Similar to section 3.1.1, the two-electron ground state is described in the rigid-
rotor approximation, i.e.

Ĥ0 |g2〉 ≈ E2 |g2〉 , (4.8)

with

E2 ≈ −18.98 eV (4.9)

being the ground state energy (of the 2-electron ground state, i.e. the opposite
of the 2-electron ionization potential) according to [7], and

|g2〉 = N (|l1, u1〉 ⊗ |l2, u2〉+ (−1)si |l2, u2〉 ⊗ |l1, u1〉)⊗ |si,msi〉 , (4.10)

is a 2-particle con�guration of the symmetry-adapted rigid-rotor-states |l, u〉
de�ned in eq. (2.34), where |si,msi〉 is a coupled 2-electron spin state, and N is
a normalization factor that can take the values

N =

{
1
2

l1 = l2 and u1 = u2

1√
2

otherwise
. (4.11)

As electrons are fermions, the 2-electron state has to obey the fermionic an-
tisymmetry under the exchange of particle labels, i.e. s = 0 corresponds to a
symmetric spatial con�guration and s = 1 to an antisymmetric one.

4.2.3 Two Interacting Electrons in Free Space

The solutions of two electrons in free space, i.e. the eigenfunctions and eigen-
values of the Hamiltonian

Ĥfree
0 = t̂(1) + t̂(2) + ŵ(1, 2) , (4.12)

can be found e.g. in [36]. They ful�ll

Ĥfree
0 |ψlm( ~K, k)〉 =

(
K2

2M
+
k2

2µ

)
|ψlm( ~K, k)〉 , (4.13)

where M = 2me is the total mass and µ = me
2

is the reduced mass of the
2-electron-system. In COM position-space representation, they read3

〈~R,~r|ψlm( ~K, k)〉 =
1

(2π)3/2
ei
~K ~RRkl(r)Ylm(θ, φ) |sf ,msf 〉 , (4.14)

3Notice that the prefactor slightly di�ers from the one given in [36], as a di�erent normal-
ization is chosen here.
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where |sf ,msf 〉 is a 2-electron spin state and

Rkl(r) =
1√
2π

Ckl

(2l + 1)!
(2kr)leikrF

(
i

µk
+ l + 1, 2l + 2,−2ikr

)
(4.15)

is the real-valued Coulomb wave function with the normalization factor

Ckl = 2ke−
π
2

1
µk

∣∣∣∣Γ(l + 1 +
i

µk

)∣∣∣∣ , (4.16)

and F (a, b, z) is the con�uent hypergeometric function. Due to the fermionic
antisymmetry of the �nal state under particle exchange, l + sf has to be even.
The normalization is chosen such that

〈ψl'm'( ~K
′, k′)|ψlm( ~K, k)〉 = δll′δmm′δ

3( ~K − ~K ′)δ(k − k′) . (4.17)

Notice that although the contribution of the relative motion to the total en-
ergy of |ψlm( ~K, k)〉 is denoted as k2

2µ
here, |ψlm( ~K, k)〉 is not an eigenstate to

the relative motion momentum operator ~̂p = −i~∇r, and therefore k is not a
momentum.

4.2.4 Transition Matrix Element in Strong-Field Approx-
imation

In center-of-mass (COM) coordinates, i.e.

~R =
1

2
(~r1 + ~r2) ; ~r = ~r2 − ~r1, (4.18)

the interaction operator ĤI(t) can be rewritten as

ĤI(t) = 2~̂R~F , (4.19)

showing that in dipole approximation, the external �eld only couples to the
COM coordinates, which means that the relative motion degrees of freedom are
spectators in that sense. Notice that the free-space 2-electron state |ψlm( ~K, k)〉
is just a plane wave in the COM coordinate.

The simultaneous transition matrix element is the matrix element with the
unitary time evolution operator

Û(t, t0) = T̂ exp

(
−i
∫ t

t0

Ĥ(t′)dt′
)

, (4.20)

that describes the probability for the direct transition from the initial state

|ψi〉 = |g2〉 (4.21)
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present at time ti to the �nal state

|ψf〉 = |ψlm( ~K, k)〉 (4.22)

at time tf , i.e. the amplitude

Mi→f = 〈ψf |Û(tf , ti)|ψi〉 . (4.23)

Again using the time propagation in SFA in length gauge and Λ = (0, 0)-
partitioning as in eq. (2.130), i.e. neglecting the contribution of the external
potential energy operators v̂(1) and v̂(2) to the time propagation during the
laser pulse, the ionization amplitude (leaving out the 0-th order term containing
the overlap between |ψi〉 and |ψf〉 again) of this process is

MSFA
ion = −i

∫ tf

ti

dt′ 〈ψf |Ûfree(tf , t
′)ĤI(t

′)~̂rÛ0(t′, ti)|ψi〉 . (4.24)

Here, Û0(t, ti) is the time propagation operator corresponding to Ĥ0, and the
time propagation operator Ûfree(tf , t

′) corresponds to the Hamiltonian

Ĥfree(t) = Ĥfree
0 + ĤI(t) (4.25)

= t̂(1) + t̂(2) + ŵ(1, 2) + 2~F ~̂R . (4.26)

It is important to notice that the Coulomb interaction of the two electrons with
each other described by ŵ(1, 2) is included in Ûfree(tf , t

′). Similarly, the �nal
state |ψf〉 = |ψlm( ~K, k)〉 is a coupled eigenstate of the Hamiltonian of two free
electrons interacting with each other. This means that in this formulation, the
interaction of both electrons in the continuum is naturally included, which gives
rise to interesting correlation e�ects that will be discussed later on.

As the relative coordinate of the two electrons is not coupled to the �eld,
the interaction only adds an energy term to the propagation, and therefore

〈ψlm( ~K, k)| Ûfree(tf , t
′) = eiS ~K(t′) 〈ψlm( ~K − 2

∫ t′

tf

dt′′ ~F (t′′), k)| (4.27)

is a Volkov state in the center-of-mass coordinate, where

S ~K(t) =

∫ t

tf

dt′

 1

2M

(
~K − 2

∫ t′

tf

dt′′ ~F (t′′)

)2

+
k2

2µ

 (4.28)

contains an extra energy term k2

2µ
for the relative coordinate. On the other hand,

Û0(t, ti) |ψi〉 = Û0(t, ti) |g2〉 = |g(I)
2 (t)〉 = e−iE2t |g2〉 , (4.29)
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assuming that |g2〉 is present at ti = 0, right before the onset of the laser pulse
(see eq. (4.1)). This yields

MSFA
ion = −i

∫ tf

ti

dt′ 〈ψlm( ~K − 2

∫ t′

tf

dt′′ ~F (t′′), k)|ĤI(t
′)|g(I)

2 (t′)〉 eiS ~K(t′) (4.30)

for the simultaneous ionization amplitude in strong-�eld approximation, length
gauge, and Λ = (0, 0)-partitioning.

4.2.5 Solution using the Saddle Point Approximation

The de�nition

Dlm( ~K, k) := 〈ψlm( ~K, k)|Ẑ|g2〉 (4.31)

yields

MSFA
ion = −2i

∫ tf

ti

dt′ F (t′)Dlm

(
~K − 2

∫ t′

tf

dt′′ ~F (t′′), k

)
ei(S ~K(t′)−E2t′) .

(4.32)

As already discussed in section 3.1.3, due to the size of the ground state wave
function, the integrand has to be split into slices along the laser direction, i.e.
in the simultaneous case along the COM coordinate Z. Again, in complete
analogy to section 3.1.3, the decomposition

Dlm( ~K, k) =

∫
dZ dlm(Z, ~K⊥, k)e−iKZZ (4.33)

is introduced, and de�ning

tr : 0 = KZ − 2

∫ tr

tf

dt′F (t′) ⇐⇒ cos(ωtr) = −1− KZ

2F0

(4.34)

allows one to write

MSFA
ion = −2i

∫
dZ

∫ tf

ti

dt′ F (t′)dlm(Z, ~K⊥, k) (4.35)

· exp

(
i

(
S ~K(t′)− E2t

′ + 2

∫ t′

tr

dt′′ F (t′′)Z

))
.

The inner time integral can then be solved with the saddle point approximation.
To this end,

g(t, Z) := F (t)dlm(Z, ~K⊥, k) (4.36)

f(t, Z) := i

(
S ~K(t)− E2t+ 2

∫ t

tr

dt′ F (t′)Z

)
(4.37)
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are de�ned. In the limit

~ω � |E2| , (4.38)

which is again met by near infrared lasers already, the prefactor g(t, Z) oscillates
slowly in time compared to the exponential part ef(t,Z), such that the saddle
point approximation, i.e. the approximate formula∫ tf

ti

dt′g(t′, Z)ef(t′,Z) ≈
√√√√ 2π

−η2 d2f(t,Z)
dt2

∣∣∣
t=t0

η(Z)g(t0, Z)ef(t0,Z) (4.39)

is applicable. Again, η(Z) reads

η(Z) = exp

(
− i

2

(
arg

(
d2f(t, Z)

dt2

∣∣∣∣
t=t0

)
+ π

))
, (4.40)

and t0 is the complex position of the saddle point, i.e. it ful�lls

df(t, Z)

dt

∣∣∣∣
t=t0

= 0 . (4.41)

The resulting equation for t0 reads(
2

∫ t0

tr

dt′ F (t′)

)2

= −2M

(
−E2 +

K2
⊥

2M
+
k2

2µ
+ 2F (t0)Z

)
, (4.42)

which, in the limit

ω|t0 − tr| � 1 , (4.43)

is solved by

ω (t0 − tr) ≈ iω

√
2M (IP (K⊥, k) + 2F (tr)Z)

2F (tr)
= iγKel(K⊥, k, Z) , (4.44)

where

IP (K⊥, k) = −E2 +
K2
⊥

2M
+
k2

2µ
(4.45)

is the ionization potential that now not only contains the energy term for the
perpendicular kinetic energy in the center-of-mass coordinate, K2

⊥
2M

, but also a
term for the total energy of the relative motion, k2

2µ
. From, eq. (4.44), it is

obvious that the requirement ω|t0 − tr| � 1 is met in the quasi-static limit,
where

γKel(K⊥, k, Z)� 1 . (4.46)
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In this limit, one obtains

f(t0, Z) ≈ f(tr, Z = 0)− 2

3

√
2M

2F (tr)
(IP (K⊥, k) + 2F (tr)Z)3/2 (4.47)

and

d2f(t, Z)

dt2

∣∣∣∣
t=t0

≈ −(2F (tr))
2

M

γKel(K⊥, k, Z)

ω
+ 2iZ

dF (t)

dt

∣∣∣∣
t=tr

, (4.48)

as well as

g(t0, Z) ≈ F (tr)dlm(Z, ~K⊥, k) . (4.49)

These solutions are used for the evaluation of the inner time integral in eq.
(4.35), using the saddle point approximation as formulated in eq. (4.39):

MSFA
ion ≈− 2ief(tr,Z=0)F (tr)

∫
dZ η(Z)

√√√√√ 2π∣∣∣∣ d2f(t,Z)
dt2

∣∣∣
t=t0

∣∣∣∣dlm(Z, ~K⊥, k)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + 2F (tr)Z)3/2

)
(4.50)

This equation is in complete analogy to eq. (3.18), the corresponding equation
for the 1-electron case, with the replacements

F (t)→ 2F (t) (4.51)

me →M (4.52)
~k → ~K . (4.53)

This is due to the fact that the simultaneous 2-electron channel can be seen
as the transition of a doubly charged 2-electron superparticle with mass M
into a plane-wave state in the COM coordinates. The relative motion does
not take part in the interaction with the �eld itself. This however doesn't mean
that the relative motion doesn't have a signi�cant in�uence on the physics of the
process, in fact it modi�es both the transition dipole moment dlm(Z, ~K⊥, k) and
the ionization potential IP (K⊥, k), and the interplay of those two modi�cations
leads to a speci�c signature in the photoelectron spectrum, as shown later in
this chapter in section 4.2.8.2.
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The explicit form of the Z-dependent transition dipole moment is

dlm(Z, ~K⊥, k) = δsi,sf δmsi ,msf

∑
m1,m2

cu1m1cu2m2

∫
dX

∫
dY

∫
d3r (4.54)

· 1

(2π)3/2
e−i(KXX+KY Y )Rkl(r)Y

∗
lm(θ, φ) Z

N

r2
0

δ(r1 − r0)δ(r2 − r0)

· (Yl1m1(θ1, φ1)Yl2m2(θ2, φ2) + (−1)siYl2m2(θ1, φ1)Yl1m1(θ2, φ2))

= δsi,sf δmsi ,msfN
1 + (−1)si+l

(2π)3/2r2
0

∑
m1,m2

cu1m1cu2m2 (4.55)

·
∫

dX

∫
dY

∫
d3r e−i(KXX+KY Y )Rkl(r)Y

∗
lm(θ, φ) Z

· δ(r1 − r0)δ(r2 − r0)Yl1m1(θ1, φ1)Yl2m2(θ2, φ2) ,

where it was used in the second step that under the exchange of particle labels,
the COM coordinates transform according to

~R→ ~R (4.56)

~r → −~r , (4.57)

together with the parity relation of the spherical harmonics

Ylm

(
−~r
r

)
= (−1)l Ylm

(
~r

r

)
. (4.58)

This also means that, due to the fermionic antisymmetry of the �nal state, sf +l
has to be even. Therefore, (−1)si+l = 1, and one can write

dlm(Z, ~K⊥, k) =δsi,sf δmsi ,msf
2N

(2π)3/2r2
0

∑
m1,m2

cu1m1cu2m2 (4.59)

·
∫

dX

∫
dY

∫
d3r e−i(KXX+KY Y )Rkl(r)Y

∗
lm(θ, φ) Z

· δ(r1 − r0)δ(r2 − r0)Yl1m1(θ1, φ1)Yl2m2(θ2, φ2) .

This can be inserted into eq. (4.50) to obtain

MSFA
ion =− 2ief(tr,Z=0)δsi,sf δmsi ,msf

2NF (tr)

(2π)3/2r2
0

∑
m1,m2

cu1m1cu2m2

∫
d3R

∫
d3r

· δ(r1 − r0) δ(r2 − r0) η(Z)

√√√√√ 2π∣∣∣∣ d2f(t,Z)
dt2

∣∣∣
t=t0

∣∣∣∣e
−i(KXX+KY Y )Rkl(r) Z

· Y ∗lm(θ, φ)Yl1m1(θ1, φ1)Yl2m2(θ2, φ2)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + 2F (tr)Z)3/2

)
. (4.60)
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In order to proceed, the spherical harmonics Y ∗lm(θ, φ) have to be shifted from the
COM frame to the absolute frame. This can be done using the decomposition
[37]

Ylm

(
~r2 − ~r1

|~r2 − ~r1|

)
=

l∑
l′=0

µmax(l,m,l′)∑
m′=µmin(l,m,l′)

P (l,m, l′,m′)
rl
′

1 r
l−l′
2

rl
(4.61)

· Yl′m′
(
~r1

r1

)
Yl−l′, m−m′

(
~r2

r2

)
with

P (l,m, l′,m′) = (−1)l
′

√
4π(2l + 1)

(2l − 2l′ + 1)(2l′ + 1)

· 1√
(l − l′ −m+m′)!(l − l′ +m−m′)!

√
(l −m)!(l +m)!

(l′ −m′)!(l′ +m′)!

(4.62)

and the summation boundaries

µmin(l,m, l′) = max(−l′,−(l − l′) +m) (4.63)

µmax(l,m, l
′) = min(l′, (l − l′) +m) , (4.64)

that are explicitly given in [38]. Then, the radial coordinates in the absolute
frame can easily be integrated over, which leads to

MSFA
ion =− 2ief(tr,Z=0)δsi,sf δmsi ,msf

2NF (tr)r
2
0

(2π)3/2

∑
m1,m2,l′,m′

cu1m1cu2m2P (l,m, l′,m′)

·
∫

dΩ1

∫
dΩ2 η(Z)

√√√√√ 2π∣∣∣∣ d2f(t,Z)
dt2

∣∣∣
t=t0

∣∣∣∣e
−i(KXX+KY Y )

(r0

r

)l
Rkl(r) Z

· Y ∗l′m′ (θ1, φ1)Y ∗l−l′, m−m′ (θ2, φ2)Yl1m1(θ1, φ1)Yl2m2(θ2, φ2)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + 2F (tr)Z)3/2

)∣∣∣∣∣
r1=r2=r0

, (4.65)

where all remaining coordinates have to be understood as being con�ned to
r1 = r2 = r0 in this expression, e.g. the exponential takes the form

exp

(
−2

3

√
2M

2F (tr)
[IP (K⊥, k) + F (tr)r0 (cos θ1 + cos θ2)]3/2

)
. (4.66)

Analogously to the single electron case in section 3.1.3, it can be assumed that
due to the dominance of Z ≈ −r0 in the integrand, the pre-exponential but
Z-dependent expressions can be evaluated for Z = −r0. Similarly, together
with the con�nement of ~r1 and ~r2 to spheres of radius r0 and the exponential
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suppression for ~K⊥ 6= 0, it can be assumed that

e−i(KXX+KY Y ) ≈ 1 (4.67)

for all signi�cant contributions in the distribution of K⊥, resulting in

MSFA
ion ≈− 2ief(tr,Z=0)δsi,sf δmsi ,msf

2NF (tr)r
2
0

(2π)3/2
η(Z = −r0)

√√√√√ 2π∣∣∣∣ d2f(t,Z=−r0)
dt2

∣∣∣
t=t0

∣∣∣∣
·

∑
m1,m2,l′,m′

cu1m1cu2m2P (l,m, l′,m′)

∫
dΩ1

∫
dΩ2

(r0

r

)l
Rkl(r) Z

· Y ∗l′m′ (θ1, φ1)Y ∗l−l′, m−m′ (θ2, φ2)Yl1m1(θ1, φ1)Yl2m2(θ2, φ2)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + 2F (tr)Z)3/2

)∣∣∣∣∣
r1=r2=r0

. (4.68)

To allow for e�cient computation, it is helpful to introduce an approximation
of the radial Coulomb wave functionRkl(r) as well. It will be seen and discussed
later on in this chapter that due to the interplay of the term e−

π
2

1
µk in Ckl on

the one side and the energy term in the exponential on the other side, the
distributions in k created in this work are sharply peaked, while this peak is
around kpeak ≈ 0.55 for the �eld strengths used (see e.g. �g. 4.7). For simplicity,
this value is assumed in the following derivation of an e�ective separation r̄.

While for larger separations r, the radial Coulomb wave function is larger
(see also �g. 4.4), a large separation r corresponds to Z ≈ 0. Small values of r,
on the other hand, can correspond to Z ≈ −1, and therefore they are favored
by the exponential term, which means that there is a competition between both
e�ects. To get an estimate for the most signi�cant contributions of r in the
integrand, one can calculate the �e�ective value� of r neglecting the spherical
harmonics and the prefactor Z, i.e.

r̄ =

∫
dΩ1

∫
dΩ2 r w(r, Z)|r1=r2=r0∫

dΩ1

∫
dΩ2 w(r, Z)|r1=r2=r0

, (4.69)

where

w(r, Z) =

∣∣Rkpeak,l(r)
∣∣

rl
exp

(
−2

3

√
2M

2F (tr)
[IP (K⊥ = 0, kpeak) + 2F (tr)Z]3/2

)
.

(4.70)
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The coordinates r and Z are again con�ned to the spheres r1 = r2 = r0, such
that e.g.

r = r0

√√√√√√√√
(c2 − c1)2 +

(√
1− c2

2 cos(φ2)−
√

1− c2
1 cos(φ1)

)2

+

(√
1− c2

2 sin(φ2)−
√

1− c2
1 sin(φ1)

)2
, (4.71)

where ci = cos(θi). Fig. 4.3 shows the value of r̄ as a function of the �eld
strength at the saddle point F (tr) for di�erent l. On the other hand, it can be

0.010 0.015 0.020 0.025 0.030 0.035 0.040
F(tr) [a.u.]

0.75
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1.00
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r/r
0

l = 0
l = 3
l = 6
l = 9

Figure 4.3: The e�ective separation r̄ (see eq. 4.69) for di�erent
�nal angular momentum quantum numbers l between 0 and 9 as
speci�ed in the legend, and as a function of the �eld strength at
the saddle point F (tr) (see eq. (4.34)).

seen from �g. 4.4 that the value of the strictly real-valued term4

h(kpeak, l, r) = eikperprF

(
i

µkpeak
+ l + 1, 2l + 2,−2ikpeakr

)
(4.72)

is only slightly dependent on r around the values of r̄ shown in �g. 4.3. It can
also be seen that for the present parameters, there is no oscillation visible for
0 < r < 2r0. To simplify the calculation, an e�ective r̄ is therefore used to

4The implementation of the con�uent hypergeometric function for complex arguments is
taken from [39].
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Figure 4.4: Values of h(kpeak, l, r) (see eq. (4.72)) shown for
the entire interval 0 < r < 2r0, normalized to the respective
maximum in this interval. The function is shown for di�erent
�nal angular momentum quantum numbers l ranging from 0 to
9 as speci�ed in the legend. These are the same values as used
in �g. 4.3.

proceed. More precisely, the approximation

eikrF

(
i

µk
+ l + 1, 2l + 2,−2ikr

)
≈ (4.73)

eikr0F

(
i

µk
+ l + 1, 2l + 2,−2ikr0

)
:= C

(F )
kl

is used. The value r̄ ≈ r0 is a little bit too large for larger �nal angular momen-
tum quantum numbers l, but on the other hand the di�erence of h(kpeak, l, r̄)
and h(kpeak, l, r0) is much smaller in this case. To keep things simple, a variable
value of r̄ that depends on l and F (tr) is not used here.

This �e�ective distance approximation� is rather bold, and it can only serve
as an estimate for the order of magnitude of the result. Future work might
improve on this step; suggestions for possible starting points are given in the
discussion in section 5.2.5.
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By inserting the approximation in eq. (4.73) into eq. (4.68), one obtains

MSFA
ion ≈− 2ief(tr,Z=0)δsi,sf δmsi ,msf

2NF (tr)r
2
0

(2π)2

CklC
(F )
kl (2kr0)l

(2l + 1)!
η(Z = −r0)

·
√√√√√ 2π∣∣∣∣ d2f(t,Z=−r0)

dt2

∣∣∣
t=t0

∣∣∣∣
∑

m1,m2,l′,m′

cu1m1cu2m2P (l,m, l′,m′)

∫
dΩ1

∫
dΩ2

· Z Y ∗l′m′ (θ1, φ1)Y ∗l−l′, m−m′ (θ2, φ2)Yl1m1(θ1, φ1)Yl1m1(θ1, φ1)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + 2F (tr)Z)3/2

)∣∣∣∣∣
r1=r2=r0

. (4.74)

Small values of k in the �nal distribution correspond to a low interaction energy
of both electrons in the continuum, and therefore to electrons that are far apart
from each other. Such a state has a small overlap with the initial state that is
con�ned in size, which is re�ected by the term

CklC
(F )
kl (2kr0)l . (4.75)

Larger values of k are favored from this point of view. However, large values
of k increase the ionization potential, which in turn leads to an exponential
suppression. There is a sweet spot value of k between both e�ects, that shows
up as a sharp peak in the di�erential ionization probability. This is discussed
in more detail in section 4.2.8.2.

Now, the spherical harmonics are the only part of the integrand that is still
dependent on the angles φ1 and φ2. Therefore, they can be integrated over,
which leads to the selection rule m = m1 +m2:

MSFA
ion ≈− ief(tr,Z=0)δsi,sf δmsi ,msf

2NF (tr)r
3
0

(2π)2

CklC
(F )
kl (2kr0)l

(2l + 1)!
η(Z = −r0) (4.76)

·
√√√√√ 2π∣∣∣∣ d2f(t,Z=−r0)

dt2

∣∣∣
t=t0

∣∣∣∣
∑

m1,m2,l′

δm1+m2,m cu1m1cu2m2 P (l,m1 +m2, l
′,m1)

·Nl′m1Nl−l′,m2Nl1m1Nl2m2

·
∫ 1

−1

dx1

∫ 1

−1

dx2 (x1 + x2) Pl′,|m1|(x1)Pl−l′,|m2|(x2)Pl1,|m1|(x1)Pl2,|m2|(x2)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + (x1 + x2)F (tr)r0)3/2

)

Here, Plm are the associated Legendre polynomials as de�ned in eq. (2.30) and
Nlm are the normalization factors of the spherical harmonics in the convention
de�ned in eq. (2.31).
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4.2.6 Numerical Implementation

To sum it up, the ionization matrix element from a symmetry-adapted state
described by the quantum numbers u1 and u2 is a linear combination

MSFA
ion = δsi,sf δmsi ,msf

∑
m1, m2

cu1m1cu2m2 M
SFA
ion (m1,m2) (4.77)

of the ionization matrix elements MSFA
ion (m1,m2) of the non-adapted rigid-rotor

con�guration described by (m1,m2), that read

MSFA
ion (m1,m2) =δm1+m2,m (−i)ef(tr,Z=0)η(−r0) (4.78)

· 2NF (tr)r
3
0

(2π)2

CklC
(F )
kl (2kr0)l

(2l + 1)!

√√√√√ 2π∣∣∣∣ d2f(t,Z=−r0)
dt2

∣∣∣
t=t0

∣∣∣∣
·
∑
l′

P (l,m1 +m2, l
′,m1)Nl′m1Nl−l′,m2Nl1m1Nl2m2

·
∫ 1

−1

dx1

∫ 1

−1

dx2 (x1 + x2) Pl′,|m1|(x1)Pl−l′,|m2|(x2)Pl1,|m1|(x1)Pl2,|m2|(x2)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + (x1 + x2)F (tr)r0)3/2

)
.

The inner part of the expression, i.e.∑
l′

P (l,m1 +m2, l
′,m1)Nl′m1Nl−l′,m2Nl1m1Nl2m2 (4.79)

·
∫ 1

−1

dx1

∫ 1

−1

dx2 (x1 + x2) Pl′,|m1|(x1)Pl−l′,|m2|(x2)Pl1,|m1|(x1)Pl2,|m2|(x2)

· exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + (x1 + x2)F (tr)r0)3/2

)

has to be evaluated numerically. This can be done using a standard integration
routine like the integrate.quad function contained in the scipy library [35]
for python, which was used in this thesis.

4.2.6.1 Parallelization and Bu�ering

For a speci�c set of laser parameters speci�ed by ω and F0, the integral in eq.
(4.79) has to be calculated for all possible combinations of l, m1, m2, IP , and
KZ , which directly corresponds to tr according to eq. (4.34). Hence, the integral
has to be calculated for a 5-dimensional parameter space, of which 2 dimensions
are continuous and 3 are discrete. This means that there is both the possibility
and the need to parallelize the evaluation.

To this end, the calculation is done with a set of python workers running in
parallel on a cluster. Each worker calculates eq. (4.79) for all combinations of
l′, m1, m2, and IP (K⊥, k), but only for a single KZ . After the calculation, the



86 Chapter 4. Correlated Double Ionization of C60

results are stored as a binary �le on a common disk all workers have access to.
Each worker loops over all KZ , and, before starting a calculation, it checks if the
�le for the current KZ already exists on the disk. If it does, it jumps to the next
KZ , and so on. As soon as a worker starts a calculation, it saves a dummy �le
on the disk so that other workers won't redo the same calculation. This setup
ensures that an arbitrary number of workers can be deployed independently
and asynchronously on di�erent machines, increasing the parallelization with
increasing number of workers. For example, if the number of workers is equal to
the number of di�erent KZ , the entire calculation takes only as long as a single
process. The organizational overhead is limited to checking the �le existence
prior to starting the calculation, which is negligible.

For example, consider a single worker running a calculation for �xed KZ , for
200 values of IP (K⊥, k), combined with all l up to a maximum l of lmax = 12
and all m1 and m2 that ful�ll −li ≤ mi ≤ li, where l1 = l2 = 5. Notice that
many of the combinations are zero, as

|m1 +m2| = |m| ≤ l ≤ lmax (4.80)

has to be ful�lled. In the implementation used, this calculation takes around
8 h on a single kernel of an Intel R© Xeon R© ES-2670 (2.6 GHz) processor. The
RAM requirements are on the order of 100MB, which is negligible for a typical
computer architecture, where one can expect around 2GB of RAM per kernel.
In the maximally parallelized version, the entire calculation can therefore be
done in around 8 h as well. The number of workers required in this case is
equal to the number of KZ the �nal distribution should be evaluated for. For
the calculations presented in this work, around 50 workers have been used in
parallel to sample the �nal distribution in around 8 hours.

The results for the inner integral in eq. (4.79) are saved on a hard drive,
as described. For the described example, the results for the entire momentum
space take around 2 GB of disk space. When performing analyses, the multipli-
cation with the prefactor in eq. (4.78) can be done in real time, as well as the
summation over m1 and m2 when calculating the symmetry-adapted ionization
matrix elements according to eq. (4.77).

4.2.7 Di�erential Ionization Probability

In an attempt to make the notation more readable, the dependency of MSFA
ion

on the quantum numbers of both the initial state and the �nal state was not
stated explicitly during its derivation. In the following however, the convention

MSFA
ion ( ~K, k, l,m) ≈ 〈ψlm( ~K, k)|Û(tf = π/ω, ti = 0)|g2〉 (4.81)

is used. With this, the ionized part of the wave function after the pulse can be
written as

|ψSim
ion 〉 =

∑
lm

∫
d3K

∫
dk MSFA

ion ( ~K, k, l,m) |ψlm( ~K, k)〉 , (4.82)
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and the total ionization is

P Sim
ion = 〈ψion|ψion〉 (4.83)

=
∑
lm

∫
d3K

∫
dk
∣∣∣MSFA

ion ( ~K, k, l,m)
∣∣∣2 , (4.84)

using the normalization relation in eq. (4.17). Notice that due to the fermionic
antisymmetry of the �nal state, the sum over l only runs over those l that ful�ll
the requirement that l + sf is even.

Because the problem formulation and therefore the result MSFA
ion ( ~K, k, l,m)

is cylindrically symmetric in the KX-KY -plane, this can be reformulated as

P Sim
ion =

∫
dKZ

∫
dK⊥

∫
dk

d3P Sim
ion

dKZdK⊥dk
, (4.85)

with the di�erential ionization probability (momentum distribution)

d3P Sim
ion

dKZdK⊥dk
= 2πK⊥

∑
lm

∣∣∣MSFA
ion ( ~K, k, l,m)

∣∣∣2 . (4.86)

4.2.8 Results

Using eq. (4.86), momentum distributions can be plotted in the 3 dimensions
KZ , K⊥ and k. As pointed out in section 2.1.1.2.1, within the rigid-rotor model,
the HOMO level is �lled with 10 electrons in the state |l, u〉, where l = 5 and
u can be one of the 5 degenerate symmetry-adapted states θ, ε, ξ, η, and ζ.
As already mentioned, the ionization potential for double ionization of C60 is
assumed to be E2 ≈ 18.98 eV [7]. This is now used to calculate the di�erential
ionization probabilities using eq. (4.86), where the ionization matrix elements
are calculated according to eqs. (4.77) and (4.78).

4.2.8.1 COM coordinates

For a laser wavelength of λ = 8000 nm, which corresponds to a pulse dura-
tion (duration of the half-cycle) of 13 fs, and a maximum �eld of 0.04 a.u., the
di�erential distribution in KZ and K⊥

d2P Sim
ion

dKZdK⊥
=

∫
dk

d3P Sim
ion

dKZdK⊥dk
(4.87)

is shown in �g. 4.5. Here, u1 = u2 = ζ is chosen as the initial state, therefore,
the spin symmetry has to be singlet (si = 0). All l-contributions up to lmax = 12
have been considered. The distribution is similar to the on in �g. 3.4, which
is not surprising considering that the ionization process can be seen as the
ejection of a doubly-charged quasi particle at the COM, however, the 2-electron
character can be clearly seen in the absolute value of the distribution, which
is much smaller here. This is due to an increased ionization potential in the
exponent in eq. (3.44) compared to eq. (4.66), and additionally due to Coulomb
blockade e�ects, as shown in the following section.
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Figure 4.5: Momentum distribution P (KZ ,K⊥) :=
d2PSim

ion
dKZdK⊥

after simultaneous double ionization. The results are calculated
for the initial con�guration l1 = l2 = 5, u1 = u2 = ζ, and si = 0,
with the laser parameters F0 = 0.04 a.u. and λ = 8000 nm. The
Z-momenta are symmetrical around −2F0/ω, corresponding to
the real part of the saddle point being exactly at the maximum
of the laser pulse. For the �nal state, all symmetry-allowed l-
contributions up to lmax = 12 have been considered.

4.2.8.2 Relative Coordinates

For the same initial state and laser parameters as in section 4.2.8.1, the mo-
mentum distribution

d2P Sim
ion

dK⊥dk
=

∫
dKZ

d3P Sim
ion

dKZdK⊥dk
(4.88)

is plotted for the relative coordinate in �g. 4.6.
The exponential term

exp

(
−2

3

√
2M

2F (tr)
(IP (K⊥, k) + (x1 + x2)F (tr)r0)3/2

)
(4.89)

in the �nal result (see eq. (4.76)) is much larger for smaller ionization potentials
corresponding to smaller values of k. This can be seen from �g. 4.7, where

fenergy(k) := exp

(
−2

3

√
2M

2F0

(IP (K⊥ = 0, k)− 2F (tr)r0)3/2

)
(4.90)
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Figure 4.6: Momentum distribution P (K⊥, k) :=
d2PSim

ion
dK⊥dk after

simultaneous double ionization. The results are calculated for
the initial con�guration l1 = l2 = 5, u1 = u2 = ζ, and si = 0,
with the laser parameters F0 = 0.04 a.u. and λ = 8000 nm. In k
direction, the distribution is determined by an interplay between
the transition dipole moment suppressing low momenta and the
tunneling exponential suppressing large momenta. For the �nal
state, all symmetry-allowed l-contributions up to lmax = 12 have
been considered.

is shown for F0 = 0.04 a.u., i.e. for the peak �eld strength used for �g. 4.6. The
physical meaning of fenergy(k) is that larger values of k are exponentially sup-
pressed because �nal states with larger values of k have larger energy. Naively,
one might assume that therefore the peak of the distribution should be at k ≈ 0,
slightly shifted from 0 due to a polynomial prefactor accounting for the phase
space volume.

However, this assumption only holds if no Coulomb interaction in the �nal
state is included. Such a model is discussed later in this chapter as a simple
man's model for sequential ionization (see �g. 4.9a). In the present model
however, the interaction in the �nal state is included by using the fully correlated
Coulomb wave function as the �nal state. The remainder of the Coulomb wave
function in the �nal result in eq. (4.76) is the term

foverlap(k) := CklC
(F )
kl (2kr0)l (4.91)

= 2ke−
π
2

1
µk

∣∣∣∣Γ(l + 1 +
i

µk

)∣∣∣∣ (2kr0)l

· eikr0F
(
i

µk
+ l + 1, 2l + 2,−2ikr0

)
.
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Figure 4.7: The terms fenergy(k) (eq. (4.90)), foverlap(k) (eq.
(4.91)), and their product fresult(k) as a function of k for F0 =
0.04 a.u. and l = 0. The product has its peak at k ≈ 0.55, which
is in approximate agreement with the peak of the full distribution
shown in �g. 4.6.

This term exponentially decreases for k → 0, as can also be seen from �g. 4.7,
where it is shown for l = 0. The physical meaning of foverlap(k) is the following:
Small k correspond to a low energy Erel of the relative motion according to the
formula

k =
√

2µErel , (4.92)

which directly follows from eq. (4.13). Because Erel contains the sum of the
kinetic energy of the relative motion of both electrons and their interaction
energy, it is always positive and only approaches 0 if the electrons are separated
in�nitely far from each other. Hence, k → 0 corresponds to both electrons being
separated in�nitely far immediately after ionization. On the other hand, the
initial ground state is of �nite size, which is re�ected by the e�ective separation
r̄ ≈ r0 of both electrons during ionization. In the limit k → 0, the overlap
between initial and �nal state therefore approaches 0. Hence, ionization is
suppressed in this limit as well.

The competition between low energy of the �nal state (fenergy(k)) and large
overlap with the initial state (foverlap(k)) has a sweet spot where the ionization
reaches its maximum. This can be seen as the peak in k in �g. 4.6. The position
of this maximum can be estimated as the maximum of the product

fresult(k) := fenergy(k)foverlap(k) (4.93)
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that is also shown in �g. 4.7. The position of the maximum of fresult(k) coincides
approximately with the one in �g. 4.6, smaller deviations are due to di�erent
contributions in the parameters Z, l, or KZ to the �nal distribution.

The fact that this maximum's position is shifted towards larger values of k
and that its value is lower compared to the uncorrelated case (�g. 4.9a to be dis-
cussed later in this work), is a consequence of the Coulomb blockade. The �nal
momentum distribution for simultaneous double ionization therefore exhibits
clear signatures of the Coulomb blockade e�ect. The strength of this e�ect de-
creases with increasing e�ective size of the molecule. For a larger molecule of
the same geometry, the e�ective separation r̄ would be larger, and therefore the
overlap (foverlap(k)) would increase for �xed values of k. This would shift the
position of the maximum towards lower k and would increase the value of the
maximum, indicating a weaker Coulomb blockade e�ect.

4.2.8.3 Convergence in lmax

As the di�erential ionization probabilities presented in this section are in�nite
sums of the contributions for di�erent angular momentum quantum numbers l,
they have been truncated to l ≤ lmax. The parameter lmax has to be checked
numerically for convergence. In �g. 4.8, the quantity

∆P (K⊥, k)

P (K⊥, k)
:=

∣∣∣∣∣∣
d2PSim

ion (lmax=10)

dK⊥dk
− d2PSim

ion (lmax=12)

dK⊥dk

d2PSim
ion (lmax=12)

dK⊥dk

∣∣∣∣∣∣ , (4.94)

i.e. the relative di�erence of the momentum distributions calculated using lmax =
12 and lmax = 10, is shown as a function of the parameters K⊥ and k. As before,
all results are calculated for the initial con�guration l1 = l2 = 5, u1 = u2 = ζ,
and si = 0, with the laser parameters F0 = 0.04 a.u. and λ = 8000 nm. From
the �gure, it can be seen that the deviation is on the order of 10−12 for the
momenta shown there. The choice of lmax = 12 used throughout this work is
therefore assumed to be su�cient.

Notice that due to the singlet symmetry of the initial state that was chosen
here, only even quantum numbers l contribute to the �nal state due to the
fermionic antisymmetry. For the parameters used in �g. 4.8, the deviation of
the distribution obtained for lmax = 0 from the one obtained for lmax = 12 is
around 85% for typical values of the �nal momenta, while the deviation of the
distribution obtained for lmax = 2 from the one obtained for lmax = 12 is only
around 25%. Hence, the dominant contribution to the �nal state is l = 2 in this
case.

4.3 Correlated Sequential Ionization

As discussed in section 4.1, the sequential ionization channel consists of the
consecutive ejection of two single electrons.
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Figure 4.8: Relative deviation ∆P (K⊥,k)
P (K⊥,k) (see eq. (4.94)) of

the momentum distributions
d2PSim

ion
dK⊥dk obtained for lmax = 10 and

lmax = 12, plotted as a function of the �nal state parameters K⊥
and k. For the parameter range displayed, the maximum devia-
tion is around 10−12, and this maximum value is only reached for
high values of k. For these values, the absolute value of the mo-
mentum distribution is already very small, as can be seen from
�g. 4.6. All results are calculated for the initial con�guration
l1 = l2 = 5, u1 = u2 = ζ, and si = 0, with the laser parameters
F0 = 0.04 a.u. and λ = 8000 nm.

Before the laser pulse, the active electrons can be found in the 2-electron
ground state which, as already discussed in section 4.2.2, reads

|g2〉 = N (|l1, u1〉 ⊗ |l2, u2〉+ (−1)si |l2, u2〉 ⊗ |l1, u1〉)⊗ |si,msi〉 (4.95)

in the rigid-rotor model.

4.3.1 First Step

The ionization matrix element of the ��rst�5 electron is the ionization matrix
element of single ionization. This has been calculated in chapter 3 and, under

5The notion of ��rst� and �second� electrons is of course incorrect for interchangeable
particles, it is used here to refer to the transition in the �rst/second 3 spatial degrees of
freedom of the wave function into their ionized state as described in eqs. (4.99) and (4.100)
respectively.
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the assumptions made in chapter 3, can be read directly from eq. (3.51):

MSingle
l1,u1

(~k1) =− i
∑
m1

cu1m1δm1,0e
f(tr,1,z=0)η(z = −r0) (4.96)

· Nl1m1√
2π

F (tr,1)r2
0√∣∣∣∣−F 2(tr,1)

me

γKel(k⊥,1,z=−r0)

ω
− ir0

dF (t)
dt

∣∣∣
t=tr,1

∣∣∣∣
·
∫

dx x Pl1|m1|(x) exp

(
−2

3

√
2me

F (tr,1)
(IP,1(k⊥,1) + xF (tr,1)r0)3/2

)
.

This formula holds for an electron initially bound in the rigid-rotor state |l1, u1〉,
with the ionization potential

IP,1(k⊥,1) = |E1|+
k2
⊥,1

2me

, (4.97)

where |E1| = 7.65 eV according to [7], and the real part tr,1 of the saddle point
ful�lls

cos(ωtr,1) = −1− ωkz,1
F0

. (4.98)

After this �rst step, the ionized part of the 2-electron state reads

|ψ〉0→1 = N

∫
d3k1

(
MSingle

l1,u1
(~k1) |k1〉 ⊗ |l2, u2〉 (4.99)

+ (−1)siMSingle
l2,u2

(~k1) |k1〉 ⊗ |l1, u1〉
)
⊗ |si,msi〉 .

4.3.2 Uncorrelated Second Step

After the removal of the �rst electron, the 2-electron state has changed, and
therefore the ionization of the second electron can not be described indepen-
dently of the �rst electron's state. Formally speaking, the ionization matrix
element for the entire process MSeq

l1,u1,l2,u2
(~k1, ~k2) describing the doubly ionized

part of the �nal state after the sequential ionization according to

|ψSeq
ion 〉 = N

∫
d3k1

∫
d3k2

(
MSeq

l1,u1,l2,u2
(~k1, ~k2) (4.100)

+ (−1)siMSeq
l2,u2,l1,u1

(~k1, ~k2) |~k1, ~k2〉
)
⊗ |si,msi〉

(4.101)

can not be written as a product

MSeq
l1,u1,l2,u2

(~k1, ~k2) 6= MSingle
l1,u1

(~k1)MSingle
l2,u2

(~k2) . (4.102)
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Instead, the interaction of the second electron with the �rst one has to be taken
into account. The most obvious consequence of the �rst electron being removed
is that the ionization potential of the second electron, IP,2(k⊥,2), is di�erent
from the ionization potential of the �rst electron, IP,1(k⊥,1). Assuming that the
ion is able to quasi-statically relax to its ground state before the ionization of
the second electron (see section 5.2.3 for a discussion of this assumption), the
resulting ionization potential for the second electron is the di�erence

IP,2(k⊥,2) = |E1 − E2|+
k2
⊥,2

2me

, (4.103)

where |E2| = 18.98 eV is the minimum energy to remove 2 electrons from C60,
and |E1| = 7.65 eV is the minimum energy to remove a single electron (both
values from [7]). The di�erence's value is

|E1 − E2| ≈ 11.33 eV . (4.104)

In the picture provided by the saddle point approximation, the overwhelmingly
dominant part of the entire ionization process happens, for each electron, at an
instant in time tr,i that is connected to the �nal kz,i-momentum via the relation

cos(ωtr,i) = −1− ωkz,i
F0

. (4.105)

Per de�nition, the ejection of the �rst electron has to �happen� before the ejec-
tion of the second electron. Within the saddle point approximation, this can be
formulated by

tr,2 > tr,1 ⇐⇒ kz,2 > kz,1 . (4.106)

Using this, the sequential ionization matrix element can be written according
to

MSeq, SM
l1,u1,l2,u2

(~k1, ~k2) =

{
MSingle

l1,u1
(k⊥,1, kz,1)MSingle

l2,u2
(k⊥,2, kz,2) kz,2 > kz,1

0 otherwise
.

(4.107)

This model assumes that there are no interaction e�ects between the 2 elec-
trons once the �rst electron is removed, and therefore the Coulomb blockade is
not included. As the Coulomb blockade is an interesting feature and the central
focus of this work, this is improved on in the following section. For now, the
presented model is referred to as a �rst simple man's (SM) approximation for
sequential ionization in the following.

4.3.3 Coulomb Interaction E�ects

The model description for simultaneous ionization developed in section 4.2 natu-
rally incorporates Coulomb interaction e�ects, because the ionization amplitude
into the correlated 2-electron state is calculated. The sequential simple man's
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description formulated in eq. (4.107) however does not contain Coulomb interac-
tion e�ects, as during the calculation of the ionization amplitude for the second
electron, an uncorrelated �nal state was assumed. The explicit incorporation of
the Coulomb interaction in the second step, i.e. the direct transition from the
singly ionized state to the doubly ionized state that was used in the model for
simultaneous ionization, is not easy to calculate because of the di�erent sym-
metries of the singly ionized state and the doubly ionized Coulomb wave state.
Instead, a proposal to describe Coulomb interaction in sequential ionization in
a 3-step model is introduced in the following. This model assumes an uncorre-
lated �nal state, but reintroduces correlation via a time-dependent ionization
potential. This assumption becomes accurate for large relative momenta, as is
discussed later on.

4.3.3.1 Step 1: Removal of the ��rst� electron

The removal of the ��rst� electron happens as described in section 4.3.1.

4.3.3.2 Step 2: Quasiclassical Trajectory of the First Electron

The z-momenta of the ionized part of the wave function are peaked at −F0

ω
,

and the perpendicular momentum is peaked at 0. The width of the momentum
distribution in k⊥ direction is determined by the ionization potential, and for
su�ciently large values of −F0

ω
, it is much smaller than the latter. In the

saddle point approximation, an ionized electronic wave packet detected with
momentum kz,1 after the pulse is predominantly created at tr,1 (see again eq.
(4.105)), initially with kz = 0. If the width of this wave packet in z- and in
perpendicular direction is neglected6, it can be seen as a classical particle. It is
accelerated according to Newton's equation of motion

pz(t, tr,1) = −
∫ t

tr,1

dt′F (t′) (4.108)

z(t, tr,1) =
1

me

∫ t

tr,1

dt′pz(t
′) . (4.109)

At the origin, i.e. the location of the molecule that is small compared to the
length scale F0

meω2 provided by the �eld, the resulting time-dependent Coulomb
interaction energy reads

V (t, tr,1) =
1

|z(t, tr,1)|
. (4.110)

6Notice that the neglect of the width in perpendicular direction leads to an underestimation
of the sequential ionization yield, as is discussed in section 5.2.4.
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4.3.3.3 Step 3: Modi�ed Ionization Potential for the Second Elec-

tron

In this picture, the second electron tunneling at tr,2 (in the sense of the saddle
point approximation) �sees� an increased ionization potential

IP,2(k⊥,2, tr,2, tr,1) = |E1 − E2|+
k2
⊥,2

2me

+ V (tr,2, tr,1) (4.111)

due to the Coulomb interaction with the electron that already escaped. Because
the tr,i can be mapped directly to the momenta at the detector kz,i, one can
write the ionization potential the second electron experiences when escaping as
a function of k⊥,2, kz,2, and kz,1 as well:

IP,2(k⊥,2, kz,2, kz,1) = IP,2(k⊥,2, tr,2(kz,2), tr,1(kz,1)) (4.112)

This can be used to correct the ionization amplitude of the second electron
for Coulomb interaction e�ects by replacing the �bare� ionization potential
IP,2(k⊥,2) with IP,2(~k2, kz,1) in MSingle

l2,u2
(k⊥,2, kz,2). The resulting amplitude is

denoted as

MSecond
l2,u2

(k⊥,2, kz,2|kz,1) (4.113)

in the following to emphasize that it is conditionally dependent on kz,1 as well.
This leads to a formulation of the correlated sequential ionization amplitude
corrected for Coulomb interaction (CI)

MSeq, CI
l1,u1,l2,u2

(~k1, ~k2) =

{
MSingle

l1,u1
(k⊥,1, kz,1)MSecond

l2,u2
(k⊥,2, kz,2|kz,1) kz,2 > kz,1

0 otherwise
.

(4.114)

4.3.3.4 Justi�cation for the Uncorrelated Final State

In the simultaneous case (section 4.2), the transition dipole moment from the
2-electron bound state into the doubly ionized and fully correlated 2-electron
Coulomb wave function was used. In the proposed 3-step model however, the
�nal state is assumed to be an uncorrelated plane wave of 2 electrons, with an
�arti�cially� introduced correlation via the increased ionization potential. This
is justi�ed as long as the �nal state distribution is such that both particles
are separated su�ciently far, and therefore their Coulomb interaction energy
is much lower than their kinetic energy. To obtain a lower estimate for this
separation, assume that � in a semiclassical picture � the �rst electron is,
after being ejected with initial momentum 0, accelerated along the z axis in a
constant �eld of �eld strength F0, until after ∆t, the second electron is ejected
with momentum 0. In the meantime, the �rst electron has accelerated to the
momentum

k1 = F0∆t , (4.115)
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and its separation from the �rst electron is at least

∆z = F0
(∆t)2

2
=

k2
1

2F0

, (4.116)

and even more if the �rst or the second electron had a nonzero lateral momen-
tum. After ionization, the relative momentum does not change anymore, such
that

k =
1

2
(k2 − k1) = −k1

2
(4.117)

is the relative momentum measured at the detector. The resulting Coulomb
interaction energy is

Epot =
1

|∆z|
=

F0

2k2
, (4.118)

while the kinetic energy of the relative motion is

Ekin =
k2

2µ
. (4.119)

Hence, for relative momenta k for which the ratio

Epot

Ekin

=
µF0

k4
(4.120)

is small, the assumption that the �nal state is uncorrelated is well justi�ed.
The distributions shown later in this chapter peak at around k ≈ 0.8, while the
maximum F0 used is 0.04 a.u. This results in an estimated ratio of kinetic and
potential energy of ca. 5%, indicating that the assumption of an uncorrelated
�nal state works well here. Notice that the peak �eld strength is not present
during the entire pulse, which also acts in favor of the assumption of an un-
correlated �nal state (smaller e�ective F0). Remember that the electric �eld is
linearly polarized and only lasts for half a cycle, i.e. it is always points along
the positive z direction and only changes its amplitude.

4.3.4 Di�erential Ionization Probability

4.3.4.1 Absolute Coordinates

Once MSeq, CI
l1,u1,l2,u2

(~k1, ~k2) has been calculated, the total ionization probability can
be calculated from eq. (4.100).

P Seq
ion = 〈ψSeq

ion |ψ
Seq
ion 〉 (4.121)

= |N |2
∫

d3k1

∫
d3k2

∣∣∣MSeq
l1,u1,l2,u2

(~k1, ~k2) + (−1)siMSeq
l2,u2,l1,u1

(~k1, ~k2)
∣∣∣2

(4.122)
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Using that MSeq
l1,u1,l2,u2

(~k1, ~k2) is cylindrically symmetric in both the kx,1-ky,1 and
the kx,2-ky,2-plane, this can be simpli�ed to

P Seq
ion =|2πN |2

∫
dkz,1

∫
dk⊥,1

∫
dkz,2

∫
dk⊥,2 (4.123)

· k⊥,1k⊥,2
∣∣∣∣MSeq

l1,u1,l2,u2
(kz,1, k⊥,1, kz,2, k⊥,2)

+ (−1)siMSeq
l2,u2,l1,u1

(kz,1, k⊥,1, kz,2, k⊥,2)

∣∣∣∣2 ,

and therefore the di�erential ionization probability reads

d4P Seq
ion

dkz,1dk⊥,1dkz,2dk⊥,2
=|2πN |2k⊥,1k⊥,2 (4.124)

·
∣∣∣∣MSeq

l1,u1,l2,u2
(kz,1, k⊥,1, kz,2, k⊥,2)

+ (−1)siMSeq
l2,u2,l1,u1

(kz,1, k⊥,1, kz,2, k⊥,2)

∣∣∣∣2 .

4.3.4.2 COM Coordinates

In COM and relative momenta, i.e. using

~K = ~k1 + ~k2 (4.125)

~k =
1

2

(
~k2 − ~k1

)
, (4.126)

P Seq
ion reads

P Seq
ion = |N |2

∫
d3K

∫
d3k

∣∣∣MSeq
l1,u1,l2,u2

( ~K,~k) + (−1)siMSeq
l2,u2,l1,u1

( ~K,~k)
∣∣∣2 ,

(4.127)

where the Jacobian of this coordinate transformation is 1 and

MSeq
l1,u1,l2,u2

( ~K,~k) := MSeq
l1,u1,l2,u2

(
~k1 =

~K

2
− ~k,~k2 =

~K

2
+ ~k

)
, (4.128)

which is neither rotationally symmetric in the KX-KY -plane nor in the kx-ky-
plane. The corresponding di�erential ionization probability then reads

d6P Seq
ion

d3Kd3k
= |N |2

∣∣∣MSeq
l1,u1,l2,u2

( ~K,~k) + (−1)siMSeq
l2,u2,l1,u1

( ~K,~k)
∣∣∣2 . (4.129)

4.3.4.2.1 Distribution in KZ and k The sequential di�erential ionization
probability in eq. (4.129) depends on six momentum components. To plot it,
one has to calculate marginal or sliced distributions from it that depend on two

variables at most. For numerical simplicity, d6PSeq
ion

d3Kd3k
is evaluated for KX = KY =
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0 , i.e. ~K⊥ = ~0, in the following, and then the integration is performed over
only two of the remaining variables. As for ~K⊥ 6= ~0, the ionization is simply
suppressed exponentially both for sequential and simultaneous ionization, this
case is not of great interest anyway.

For ~K⊥ = ~0, the norms of the perpendicular components ful�ll

|~k⊥,1| = |~k⊥,2| = |~k⊥| . (4.130)

As MSeq
l1,u1,l2,u2

(kz,1, k⊥,1, kz,2, k⊥,2) is rotationally symmetric in both the kx,1-ky,1
and the kx,2-ky,2-plane, this means thatM

Seq
l1,u1,l2,u2

(KZ , ~K⊥ = ~0, ~k) is rotationally
symmetric in the kx-ky-plane, such that one can integrate over the planar angle,
i.e.

d5P Seq
ion

d3Kdkzdk⊥

∣∣∣∣∣
~K⊥=~0

= 2πk⊥|N |2
∣∣∣∣MSeq

l1,u1,l2,u2
(KZ , ~K⊥ = ~0, kz, k⊥) (4.131)

+ (−1)siMSeq
l2,u2,l1,u1

(KZ , ~K⊥ = ~0, kz, k⊥)

∣∣∣∣2 .

Using k2 = k2
z + k2

⊥, the integration

d4P Seq
ion

d3Kdk

∣∣∣∣∣
~K⊥=~0

=

∫ k

−k
dkz

dk⊥
dk

d5P Seq
ion

d3Kdkzdk⊥

∣∣∣∣∣
~K⊥=~0

(4.132)

=

∫ k

−k
dkz

k

k⊥

d5P Seq
ion

d3Kdkzdk⊥

∣∣∣∣∣
~K⊥=~0

(4.133)

can then be performed numerically to obtain a 2-dimensional distribution in
KZ and k, for the slice ~K⊥ = ~0:

d4P Seq
ion

d3Kdk

∣∣∣∣∣
~K⊥=~0

= 2πk2|N |2
∫ 1

−1

dx

∣∣∣∣MSeq
l1,u1,l2,u2

(KZ , ~K⊥ = ~0, kx, k
√

1− x2)

(4.134)

+ (−1)siMSeq
l2,u2,l1,u1

(KZ , ~K⊥ = ~0, kx, k
√

1− x2)

∣∣∣∣2
4.3.5 Results

According to the rigid-rotor model, the initial state of both active electrons in
the HOMO is l1 = l2 = 5. Because with the approximations used, mi = 0 is
the only nonzero contribution to the model for single ionization as discussed in
section 3.1.2, u1 = u2 = 0 is used as the initial state here. In this case, si = 0
to comply with fermionic antisymmetry, and N = 1

2
according to eq. (4.11). In

this case, the di�erential ionization probability in eq. (4.134) can be simpli�ed
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to

d4P Seq
ion

d3Kdk

∣∣∣∣∣
~K⊥=~0

= 2πk2

∫ 1

−1

dx
∣∣MSeq

l1,u1,l1,u1
(KZ , ~K⊥ = ~0, kx, k

√
1− x2)

∣∣2 .

(4.135)

Fig. 4.9 shows a comparison of the distributions d4PSeq
ion

d3Kdk

∣∣∣
~K⊥=~0

, once using the

simple man's sequential ionization amplitude de�ned in eq. (4.107), and once
using the sequential ionization amplitude de�ned in eq. (4.114), considering
Coulomb interaction e�ects in the 3-step model. The laser parameters are λ =
3000 nm and F0 = 0.04 a.u. Notice that the peak in k of the Coulomb-corrected
distribution is around k ≈ 0.8, for which the assumption of an uncorrelated �nal
state should be justi�ed according to the estimate discussed in section 4.3.3.4.

Unlike the distribution for simultaneous ionization in �g. 4.5, both distribu-
tions are not symmetrical around KZ = −2F0

ω
, but biased towards lower values

(higher negative values) of KZ . This is due to the fact that the ionization po-
tential of the second electron is higher, therefore it is more likely to tunnel near
to the �eld maximum, while this tendency is not as sharp for the �rst electron.
This means that the most likely con�guration is the �rst electron tunneling
some time before the peak �eld strength, while the second electron follows close
to the peak. This results in a bias towards lower values in the distribution of
the COM Z-momentum KZ .

In the correlated case, the electron escaping in the �rst step increases the
ionization potential for the second electron by its Coulomb �eld before being
pulled away su�ciently far by the laser �eld. Hence, there exists an e�ective
�dead time� essentially preventing the second electron from escaping right after
the �rst one. In the WKB picture, this dead time can be de�ned in a more
explicit way, which has been done in an alternative approach to correlated
sequential double ionization that is presented in section 5.1.

Since the laser pulse only lasts for half a cycle and the majority of the wave
function ionizes around the peak of the intensity, the e�ective dead time is
visible in the momentum distribution as a shift of the peak along k, i.e. along
the relative momentum of the 2 electrons, towards larger values compared to the
simple man's model. This is due to the second electron spending signi�cantly
less time in the remaining laser �eld accelerating than the �rst one if the �rst
one is preventing it from escaping immediately after it. The �rst electron is
blocking the second one due to their Coulomb interaction, and this Coulomb
blockade is re�ected in the shift of the peak in k direction. The simple man's
model neglects the Coulomb blockade e�ect, and therefore the peak in k is
shifted to signi�cantly smaller k.



4.3. Correlated Sequential Ionization 101

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
k[a. u. ]

10

8

6

4

2

K Z
[a

.u
.]

0.0

0.2

0.4

0.6

0.8

1.0

P(
K Z

,k
)

1e 7

(a) Simple man's model without Coulomb interaction (see eq. (4.107))
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(b) Correction for Coulomb interaction (see eq. (4.114))

Figure 4.9: Di�erential ionization probability P (KZ , k) :=
d4PSeq

ion
d3Kdk

∣∣∣∣
~K⊥=~0

for sequential ionization, (A) neglecting Coulomb

interaction e�ects and (B) incorporating them in the sense dis-
cussed in section 4.3.3. With Coulomb interaction considered,
the �rst electron blocks the second electron and prevents it from
escaping right after the �rst, leading to a k-distribution peaked
at larger relative momenta k. The results are calculated for the
initial con�guration l1 = l2 = 5, u1 = u2 = ζ, and si = 0. The
laser parameters are λ = 3000 nm and F0 = 0.04 a.u.
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4.4 Comparison of Simultaneous and Sequential

Ionization

One can also ask how the Coulomb blockade e�ect during sequential ionization
discussed in section 4.3.5 compares to the one found for simultaneous ionization
(see section 4.2.8.2). To answer this, the di�erential ionization probability for
simultaneous ionization (see eq. (4.83)) is evaluated for the same initial state
(l1 = l2 = 5, u1 = u2 = 0, and si = 0) and laser parameters, i.e. λ = 3000 nm

and F0 = 0.04 a.u. As in the sequential case, the slice at ~K⊥ = 0 is calculated,
i.e. the quantity

d4P Sim
ion

d3Kdk

∣∣∣∣
~K⊥=0

=
∑
lm

∣∣∣MSFA
ion (KZ , ~K⊥ = ~0, k, l,m)

∣∣∣2 . (4.136)

Fig. 4.10 compares the distributions for both cases. One can see that for the
present laser parameters, the probability of ionization via the simultaneous
channel is much smaller than via the sequential channel. While the k-value
of the peak for both distributions is shifted to larger values of k compared
to the sequential and uncorrelated case in �g. 4.9a, the distribution in the
sequential case stretches to larger values of k than in the simultaneous case.
In the simultaneous case, k denotes the (kinetic and potential) energy of the
relative motion of both electrons right after they escaped simultaneously. This
additional energy increases the ionization potential for simultaneous ionization
and therefore exponentially lowers the simultaneous ionization probability. In
the sequential case however, k corresponds to the (kinetic) energy of the �rst
electron right after the second electron has been ejected. This relative velocity
of both electrons does not add to the ionization potential of the second electron.
Therefore ionization is not suppressed towards larger values of k, and it is only
limited by the duration and �eld strength of the laser pulse.

Consider an electron that has tunneled around the peak of the �eld. The
time it takes to move the electron depends on the �eld strength of the exter-
nal �eld, and if the pulse duration is rather short, the �eld and therefore the
ionization probability might be much smaller once the second electron is able
to escape. This means that shorter pulse lengths decrease the margin by which
the sequential channel dominates the ionization dynamics over the simultaneous
channel.

This e�ect can be seen by comparing �g. 4.10 to �g. 4.11, showing the same
distributions for 3000 nm and 1800 nm, respectively. While the peak value of
the simultaneous ionization remains mostly unchanged between both pulses,
the peak of the sequential channel is around 3 times smaller for the shorter
wavelength. Furthermore, the peak in k of the sequential channel is sharper for
the shorter wavelength (watch out for di�erent axis scaling), which is due to the
e�ect of a shorter time window for ionization that was explained before. How-
ever, for the laser parameter regime treated in this work, the sequential channel
remains clearly dominant. Notice that the Keldysh parameter for 1800 nm and
F0 = 0.04 a.u. is around 0.5, therefore these parameters are at the border of the
quasi-static regime.
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(a) Simultaneous ionization (see eq. (4.136))
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(b) Sequential ionization with Coulomb interaction, see eq. (4.134)

Figure 4.10: Di�erential ionization probability P (KZ , k) :=
d4Pion
d3Kdk

∣∣∣
~K⊥=0

for (A) simultaneous and (B) sequential double ion-

ization, taking into account Coulomb interaction e�ects. The
simultaneous channel is several orders of magnitude weaker than
the sequential channel. The results are calculated for the initial
con�guration l1 = l2 = 5, u1 = u2 = ζ, and si = 0. The laser
parameters are λ = 3000 nm and F0 = 0.04 a.u.
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(a) Simultaneous ionization (see eq. (4.136))
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(b) Sequential ionization with Coulomb interaction, see eq. (4.134)

Figure 4.11: Di�erential ionization probability P (KZ , k) :=
d4Pion
d3Kdk

∣∣∣
~K⊥=0

for (A) simultaneous and (B) sequential double ion-

ization, taking into account Coulomb interaction e�ects. The
simultaneous channel is several orders of magnitude weaker than
the sequential channel. The results are calculated for the initial
con�guration l1 = l2 = 5, u1 = u2 = ζ, and si = 0. The laser
parameters are λ = 1800 nm and F0 = 0.04 a.u.
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In the simultaneous case, the parameter k has the meaning of an energy
parameter and contains contributions both from the kinetic and the potential
energy of the relative 2-electron motion, while k in the case of sequential ioniza-
tion is the relative momentum of the 2 electrons, and can be seen as an energy
parameter only taking into account kinetic energy while neglecting potential
energy. As discussed in section 4.3.3.4, for k around the peak of the sequential
distribution (k ≈ 0.8), the potential energy is negligible, such that both de�-
nitions of k become equivalent. However, for the lower end of the sequential
distribution, around k ≈ 0.5, the ratio of potential and kinetic energy is about
30%, meaning that the model for sequential ionization does not yield accurate
results in this regime.
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Chapter 5

Discussion and Conclusion

5.1 Alternative Model for Correlated Sequential

Ionization

In the discussion of the results for correlated sequential ionziation in section
4.3.5, the shift of the peak position in direction of the relative momentum k
compared to the uncorrelated case was explained by an e�ective �dead time�
preventing the second ionization to happen right after the �rst. This �dead
time� can be de�ned in a more explicit way, as done in the following alterna-
tive approach to sequential ionization. This is helpful for the discussion as it
allows for a link between the SFA and the Wenzel-Kramers-Brillouin (WKB)
approximation (see also section 5.2.1.2).

The alternative model is very similar to the one presented in section 4.3.3,
however, the in�uence of the Coulomb repulsion of the electron that was ejected
�rst with the second one is described di�erently. Having the WKB tunneling
picture in mind, the idea is to de�ne a �dead time� after the ejection of the �rst
electron at tr,1 that has to pass until the second electron can escape at tr,21.

As in section 4.3.3, the sequential ionization is described in a 3-step model.

5.1.1 Step 1: Removal of the ��rst� electron

Just as in section 4.3.3, the removal of the ��rst� electron happens at tr,1 as
described in section 4.3.1.

5.1.2 Step 2: Quasiclassical Trajectory of the First Elec-
tron

Again as in section 4.3.3, the movement of the �rst electron in the electric �eld
is described classically. This results in a trajectory z(t) along the �eld axis in

1Notice, as mentioned before, that the assignment of discrete times to the ionization
process is only well-de�ned within the saddle point approximation.
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the negative z direction according to

pz(t, tr,1) = −
∫ t

tr,1

dt′F (t′) (5.1)

z(t, tr,1) =
1

me

∫ t

tr,1

dt′pz(t
′) . (5.2)

However, in contrast to the model presented in section 4.3.3, this trajectory is
not used to construct a time-dependent (decreasing) additional ionization po-
tential for the second electron that suppresses its escape for some characteristic
time. Instead, it is used to de�ne a sharp cuto� time before which a second ion-
ization is not possible, and after which it can happen without being in�uenced
by the �rst electron at all. This time tr,2,min(tr,1) is de�ned as the smallest time
t > tr,1 for which

min
z(t,tr,1)<z<0

(
Fz +

1

|z − z(t, tr,1)|

)
< −IP,2 (5.3)

is ful�lled. In the picture provided by the WKB approximation, this is the
earliest time after the �rst ionization at which the second electron at energy
−IP,2 is able to tunnel through a �nite barrier in z direction.

5.1.3 Step 3: Removal of the second electron after tr,2,min(tr,1)

As soon as t ≥ tr,2,min(tr,1), the second electron can escape. In contrast to section
4.3.3.3, the second ionization is not modi�ed by the Coulomb �eld of the �rst
electron, but once t ≥ tr,2,min(tr,1), the second electron can tunnel undisturbed
by the �rst one.

As, within the saddle point approximation, the ionization times tr,i can be
related to the �nal momenta kz,i according to

cos(ωtr,i) = −1− ωkz,i
F0

, (5.4)

this �dead time� condition can be reformulated as

tr,2 > tr,2,min(tr,1) ⇐⇒ kz,2 > kz,2,min(kz,1) , (5.5)

where

kz,2,min(kz,1) = −F0

ω
(1 + cos(ωtr,1(kz,1))) . (5.6)

The total ionization amplitude for the dead time model (DT) can then be
written as

MSeq, DT
l1,u1,l2,u2

(~k1, ~k2) =

{
MSingle

l1,u1
(k⊥,1, kz,1)MSingle

l2,u2
(k⊥,2, kz,2) kz,2 > kz,2,min(kz,1)

0 else
.

(5.7)
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Fig. 5.1 shows an overview for λ = 3000 nm and F0 = 0.04 a.u. of how the dead
time duration de�ned according to eq. (5.3) di�ers depending on tr,1 and how
this a�ects the possible combinations of the momenta kz,1 and kz,2. If the �rst
electron is ejected before or shortly after the peak of the �eld is reached, it is
accelerated long enough that the barrier for the second electron opens up before
the end of the pulse. If the �rst electron is ejected towards the end of the pulse,
i.e. its �nal z-momentum kz,1 is close to 0, the barrier does not open before the
pulse is over, and sequential ionization does not happen (no combinations of
kz,1 and kz,2). As the ionization probability of both electrons is larger around
the peak, ejection of the �rst electron shortly before the peak is optimal, such
that the second electron can escape not too long after the �eld maximum.
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Figure 5.1: Left: Dead times found using eq. (5.3) for di�erent
ejection times tr,1 of the �rst electron during the pulse. Right:
Resulting possible combinations of the z-momenta kz,1 and kz,2,
colored in red. The laser parameters λ = 3000 nm and F0 =
0.04 a.u. have been used.

Fig. 5.2 compares the momentum distribution obtained with the presented
dead time model (�g. 5.2a) to the momentum distribution obtained with the
model presented in section 4.3.3 (�g. 5.2b). The distribution is calculated for the
initial con�guration l1 = l2 = 5 and m1 = m2 = 0, and accordingly si = sf = 0,
while the laser parameters are λ = 3000 nm and F0 = 0.04 a.u.

Not surprisingly, the distribution calculated with the �new� dead time model
has a sharper cuto� for low relative momenta k (due to the sharp cuto� time
tr,2,min(tr,1)), and towards larger values of k it reaches larger values due to the
fact that the second ionization is modeled as being undisturbed. On the other
hand, the Coulomb interaction increases the second electron's ionization poten-
tial in case of the model presented in section 4.3.3. This also causes the peak
in k to be slightly shifted to larger relative momenta k for the latter, as for
increasing relative k Coulomb suppression e�ects gradually decrease. However,
interestingly, both models agree on the approximate location of the cuto� for
low relative momenta k.
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(a) Sequential ionization considering dead times as described in section 5.1
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(b) Sequential ionization with time-dependent ionization potential, as described in
section 4.3.3.

Figure 5.2: Di�erential ionization probability P (KZ , k) :=
d4Pion
d3Kdk

∣∣∣
~K⊥=0

for sequential ionization (A) considering dead times

and (B) taking into account Coulomb interaction e�ects via an
increased ionization potential. The results are calculated for the
initial con�guration l1 = l2 = 5, u1 = u2 = ζ, and si = 0. The
laser parameters are λ = 3000 nm and F0 = 0.04 a.u.
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5.2 Limitations of the Models

The models for sequential and simultaneous double ionization of C60 that were
presented in chapter 4 make use of many approximations which result in limi-
tations and weak points that are discussed in the following.

5.2.1 Limitations of the SFA

5.2.1.1 Gauge Dependence

As discussed, while the Schrödinger equation in electromagnetic �elds is gauge-
invariant like all physical laws, this does not necessarily hold for approximate
formulations like the SFA. In this case, the di�erences between di�erent gauges
(and di�erent partitionings) can be orders of magnitude, like, for example,
shown for length gauge and velocity gauge for the case of hydrogen in [40].
In [21], it is demonstrated that the ionization rate for a long-range Coulomb
potential in velocity gauge SFA is proportional to ω in the quasi-static limit,
an obviously unphysical result in the limit ω = 0. In the general case however,
there is no reason why one gauge should be superior to the other.

The following remarks are applicable to the SFA in length gauge and Λ =
(0, 0)-partitioning, which was used throughout this work.

5.2.1.2 Neglecting the Potential for the Final State

As mentioned in paragraph 2.3.3.2.1, the action of the potential energy oper-
ator on the ionized Volkov state is neglected in SFA. The implication of this
can be seen best when comparing the tunneling exponent derived in SFA and
saddle point approximation to the tunneling exponent predicted by the Wenzel-
Kramers-Brillouin (WKB) approximation.

The WKB approximation can be applied to predict the tunneling probability
of a plane wave impacting a barrier. The position-space representation of a
right-moving solution of energy E of the 1D-Schrödinger equation for a particle
in a constant potential V0 reads

ψ(x) ∝ exp(ip0x) (5.8)

up to a normalization prefactor, where p0 =
√

2m(E − V0). Note that this
relation also holds for V0 > E, where p0 becomes imaginary and therefore ψ(x)
decays for growing x. For a non-constant potential V (x) that changes its value
on length scales much smaller than 1

p0
, an approximate solution is

ψ(x) ∝ exp

(
i

∫ x

p(x)

)
, (5.9)

where p(x) =
√

2m(E − V (x)).
Assume a potential of the form

V (x) = F0x , (5.10)
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which corresponds to a dipole approximated laser �eld of constant �eld strength
in length gauge for a negative charge, and a plane wave with energy −IP , where
IP > 0. The plane wave tunnels from the origin (where its energy is lower than
V (0) = 0) in the direction of negative x, until its energy is larger than V (xend),
i.e. xend = − IP

F0
. From the WKB method, the relation

ψ(xend) = ψ(0) exp

(
−3

2

√
2mI

3/2
P

F

)
(5.11)

can be derived. This exponent is exactly the same as the one found in SFA
in length gauge and Γ = (0, 0)-partitioning, e.g. in eq. (2.208). This allows for
an illustrative interpretation of the SFA exponent: It is the WKB exponent
of a bound electron impacting the barrier created by the �eld, neglecting the
Coulomb potential which would modify V (x). Instead, the SFA only considers
the e�ect of the �eld on the potential barrier, as shown schematically in �g. 5.3.
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Figure 5.3: Schematic comparison of (a) the potential barrier
created by a Coulomb potential disturbed by an external dipole
approximated �eld, compared to (b) the barrier that is e�ectively
considered in SFA. In SFA, the exact shape of the Coulomb po-
tential is neglected. In this schematic representation, the width
of the SFA potential at the origin is �nite for illustration pur-
poses, but it actually is in�nitely narrow.

Because of the neglect of the Coulomb potential (apart from the fact that the
ground state created by it is considered), the ionization process is treated in SFA
neglecting all bound states of the potential except for the initial ground state,
and neglecting the in�uence of the ion on the ejected electron once it is in its
�nal continuum state. The former assumption means that resonant ionization
is not described in SFA. The latter assumption holds for short-range potentials,
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however, for long-range potentials it only holds in the case su�ciently strong
�elds.

5.2.1.3 Neglecting the External Field for the Initial State

As mentioned in paragraph 2.3.3.2.1, in SFA in Λ = (0, 0)-partitioning, the
initial state is treated as it would not �feel� the external �eld until it is coupled
to the �nal state at a discrete instant in time. One consequence of this is
that the depletion of the initial state is neglected, as was already discussed,
however, it is also neglected that if the external �eld is quasi-static, the ground
state can be modi�ed adiabatically due to it and its energy can be shifted.
This in principle leads to a �eld-dependent ionization potential. This was not
considered in this work, and the e�ect of it is discussed using perturbation
theory for the rigid-rotor-states in the following.

Consider the single electron Hamiltonian in length gauge at �xed time t0

Ĥ = Ĥ0 + F (t0)ẑ , (5.12)

and a rigid-rotor eigenstate (not symmetry-adapted for simplicity)

Ĥ0 |l,m〉 = El |l,m〉 . (5.13)

Please refer to eqs. (2.28 and 2.33) for the de�nitions of |l,m〉 and El. The
resulting energy shift reads (up to quadratic order)

∆E = E1 + E2 , (5.14)

where

E1 = 〈l,m|F (t0)ẑ|lm〉 = 0 (5.15)

is the linear correction which vanishes due to symmetry reasons, and

E2 =
∑

(l′,m′)6=(l,m) and l′≥l

| 〈l′m′|F (t0)ẑ|lm〉 |2

El − El′
(5.16)

= −2mer
4
0F

2(t0)

(
1

2(l + 1)

(l + 1)2 −m2

(2l + 2)2 − 1

)
, (5.17)

where it was used that

xPlm(x) =
l −m+ 1

2l + 1
Pl+1,m(x) +

l +m

2l + 1
Pl−1,m(x) , (5.18)

where Plm(x) are the associated Legendre polynomials, is the non-vanishing
quadratic correction. The sum only runs over l′ ≥ l because within the rigid-
rotor model, all lower-lying l-states are occupied by the non-active π electrons.
The results for E2 using di�erent �eld strengths are shown in table 5.1. For
the extreme case of F (t0) = 0.04 a.u. and |m| = 0, the shift is −0.13 a.u., which
is signi�cant in comparison to the single ionization potentials IP,1(k⊥ − 0) =
0.27 a.u. and IP,2(k⊥ − 0) = 0.41 a.u.
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E2 [a.u.]

|m| F (t0) = 0.03 a.u. F (t0) = 0.04 a.u.

0 -0.07 -0.13
1 -0.07 -0.12
2 -0.06 -0.11
3 -0.05 -0.10
4 -0.04 -0.07
5 -0.02 -0.04

Table 5.1: Second order energy shift E2 of the rigid-rotor
ground state |l = 5,m〉 for di�erent values of F (t0) and |m|.

That being said, it is questionable how well the rigid-rotor model is appli-
cable here. More importantly, when taking into account the interaction of the
ground state with the external �eld, the non-active electrons have to be con-
sidered as well. Assuming freely moving charges, the external �eld will induce
a polarization in the sphere of C60, leading to a shielding of the �eld inside the
molecule and to an alteration of the �eld in its vicinity, which is discussed in
the following.

5.2.2 Limitations of the Single/Double Active Electron
Approximations

Throughout this work, it has been assumed that there is only one active elec-
tron in case of single ionization and that there are two active electrons in case
of double ionization. The e�ects of the remaining electrons are re�ected in the
choice of the initial state (l = 5) in the rigid-rotor model following the Pauli
exclusion principle and of course in the experimentally obtained ionization po-
tential. However, besides this �mean �eld� there is no interaction included, and
the interaction of the remaining electrons with the external �eld is neglected as
well.

As C60 is modeled as a conducting sphere in this work, the electrons are
assumed to move freely on the sphere. In electric �elds, this leads to polarization
e�ects e�ectively shielding the electric �eld. The potential of a conducting
sphere of radius r0 inside a constant electric �eld ~F = F~ez reads [41]

V (r, θ) = F

(
r − r3

0

r2

)
cos(θ) , (5.19)

where θ is the angle to the z-axis the �eld is pointing at. Fig. 5.4 shows the re-
sulting potential in the x-z-plane in comparison with the undisturbed potential
for a �eld strength of F = 0.03 a.u. The potential inside the molecule is −IP,1.
The polarization of the conducting sphere shields the electric �eld in the vicin-
ity of the molecule, increasing the size of the barrier the tunneling electron has
to penetrate. This modi�ed barrier shape is neglected in the presented model,
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Figure 5.4: Undisturbed potential (left) resulting from a con-
stant �eld of �eld strength F = 0.03 a.u. and potential with a
conductive sphere with the same radius as C60 (right). Inside
the molecule, the potential energy of the active electron is −IP,1.

similar to the way the shape of the barrier created by the Coulomb potential is
neglected in SFA (see section 5.2.1.2).

5.2.3 Non-adiabatic E�ects in Sequential Ionization

In the model for sequential ionization, it was assumed that the second electron
can be found in the ion's ground state directly after the removal of the �rst
electron. While in the quasi-static limit, the timescale of the ionization itself
(i.e. the tunneling of the �rst electron's wave packet) is much smaller than the
timescale of the �eld oscillation, it is less obvious how the timescale after which
the ion can be found in its ground state compares to the time di�erence of the
�rst electron's and the second electron's ionization. The discussion of the �dead
times� that can be found in appendix 5.1 suggests that this time di�erence is
much smaller than the timescale of the �eld (see �g. 5.1) for the laser parameters
used in this work. Therefore, the ionization time di�erence might be comparable
to the motion timescale of the ion's electronic state, and the assumption that
the second electron is in the ion's ground state before it is ionized again might
be poor.

5.2.4 Lateral Momenta in Sequential Ionization

The model for correlated sequential ionization presented in section 4.3 neglects
the possible lateral momentum components of the �rst electron's wave packet
after ionization, and only considers a trajectory in z direction. This is a simpli-
fying assumption as the �rst wave packet has contributions from nonzero lateral
momenta as well. In the more realistic case, the e�ective distance between the
�rst electron's wave packet and the ion is larger, which dampens the Coulomb
blockade e�ect. The fact that nonzero lateral momenta for the trajectory of
the second electron are neglected therefore leads to an underestimation of the
ionization yield in sequential ionization.



116 Chapter 5. Discussion and Conclusion

5.2.5 Limitations of the �E�ective Distance Approxima-
tion�

In order to simplify the 4-dimensional integral in eq. (4.68), the radial coordinate
r in the expression

eikrF

(
i

µk
+ l + 1, 2l + 2,−2ikr

)
(5.20)

was replaced by an e�ective value r̄. This e�ective value was determined using
eq. (4.69). The physical meaning of this equation is that r̄ is calculated as
the middle ground between the �nal state's radial Coulomb function �pushing�
towards larger separations r and the initial state that is con�ned to a �nite
radius r0, a con�nement that is ampli�ed by the exponential dependence of the
SFA ionization rate on Z. Due to the introduction of this e�ective value, it was
possible to reduce the expression to a 2D integral.

It would be of course a better solution to fully solve the 4D integral, this is
however challenging as it has to be done not only once, but for many combina-
tions of initial states, �nal angular momenta and �nal momenta2. An interme-
diate approach would be to use an e�ective r̄ that could be chosen depending
on some of these parameters, for example depending on the �nal relative mo-
tion parameter k and relative angular momentum l. This could be an e�cient
starting point for future work to improve the model.

5.2.6 Limitations of the Dipole Approximation

As mentioned in section 2.2.2, the dipole approximation breaks down both in
the limit of very short wavelengths and in the limit of very long wavelengths in
combination with very large intensities. While the former limit is not an issue
when using infrared light, the latter is more problematic. For example, for wave-
lengths around 3000 nm, the applicability regime of the dipole approximation
ends at around 1× 1014 W/m2 according to [24]. While this intensity is above
the over-the-barrier threshold of C60 and therefore was not used in this work,
intensities close to it have been considered. In the case of the 8000 nm calcula-
tions for �g. 3.9 however, the limit intensity is already around 1× 1013 W/m2,
which is below the intensities considered there. Strictly speaking, the dipole
approximation is therefore not applicable to this calculation. It should be men-
tioned however that �g. 3.9 compares the SFA model and the numerical model
potential approach, and dipole approximation was used for both approaches.

5.3 Related Work

After �nishing this work, the author was pointed to [42], where an analytical
approach to the double ionization of Helium in long laser pulses in the quasi-
static regime is presented. The di�erences and similarities between the present

2Some combinations are equal due to symmetry relations, but the number of combinations
is still high.
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work and [42] are quite instructive and worth discussing in some more detail.
The approach in [42] consists of di�erent levels of approximation, starting

from the strong-�eld approximation alone. Numerical results are provided for
the coarsest level of approximation. This model neglects the simultaneous chan-
nel (called �double tunneling� in [42]) altogether, which, for small atoms and
long pulse durations, seems justi�ed in light of the conclusions of the present
work. The sequential channel on the other hand is modeled in a 2-step model
that is very similar to the 3-step model presented in section 4.3.33. In this
2-step model, the single ionization problem in the �eld is treated in absence of
the second electron, and then the time-dependent solution of the �rst electron
is used to derive the ionization dynamics of the second electron. For the de-
scription of the second electron's removal, both interactions with the �eld and
interactions with the other electron are taken into account.

So far, this is in accordance with the present work. However, the interac-
tion in the second step is incorporated di�erently. The interaction of the �rst
electron with the second one is treated as a perturbation to the leading order
SFA, following the assumption that �the physics of multi-electron ionization is
such that if one electron is in the continuum, the Coulomb repulsion from the
other electron is rather weak�. Consequently, the interaction of both electrons
does not contribute to the ionization potential of the second electron. Instead,
the interaction is incorporated as an additional transition matrix element that
occurs because of the Coulomb perturbation instead of the external �eld.

In the present work on the other hand, the interaction energy of the �nal
state is included explicitly (see eq. 4.111), while the transition matrix element
of the Coulomb interaction is neglected � the leading order SFA applied to
the ionization of the second electron neglects all interactions except for the
interaction with the external �eld. The inclusion of the interaction energy
plays an important role, as it modi�es the exponential part of the result after
application of the saddle point approximation. The interaction energy term is
e.g. responsible for the signi�cant di�erence between the two plots shown in �g.
4.9.

As already mentioned, the model in [42] considers long laser pulses. For such
pulses, the probability of a strong interaction of both electrons after ionization
is very low, as there is no con�nement of the ionization to a short time window.
This is in contrast to the present work, where half-cycle pulses are considered.
It therefore makes sense that the interaction energy is assumed to be low in [42],
while in the present work it is assumed to be signi�cant. The approach in [42]
extends on the leading order SFA by incorporating �pre-exponential� correction
terms. For short half-cycle pulses, this is a secondary e�ect, however it might
be an interesting addition to include this into the framework for sequential
ionization presented in section 4.3.3 as well.

3Note however that in [42], the term �nonsequential� is used to refer to correlated ioniza-
tion.
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5.4 Conclusion

Inspired by the recent advances in the experimental realization of half-cycle
pulses in the infrared regime [10], the objective of this work was to create a
model description of the correlated double ionization of C60 in such pulses. The
expectation was that, due to the short time for which the �eld is present, the
ionization is likely to be correlated, and therefore the �nal ionization spectrum
should exhibit signi�cant features of the Coulomb blockade.

To this end, a method based on the strong-�eld-approximation (SFA) and
the saddle point approximation (SPA) in length gauge and Λ = (0, 0)-partition-
ing has been introduced, which allowed for the creation of �almost analytical�
models for single ionization, correlated simultaneous double ionization, and cor-
related sequential double ionization of the C60 fullerene.

For the numerically simpler case of single ionization, this approach has been
compared to a full numerical solution of the time-dependent Schrödinger equa-
tion (TDSE) for a single active electron in a spherical shell model potential, in
order to validate the SFA and SPA approximations used. It was found that,
while the predicted ionization yields roughly agree on the order of magnitude
in the applicable laser regime, there are deviations in the double-logarithmic
slopes.

The method was then generalized to the 2-electron case, where it was used
to model both simultaneous and sequential double ionization. Indeed, the re-
sulting momentum distributions both exhibit features of the Coulomb blockade.
It was found that for the quasi-static laser regime treated in this work, the si-
multaneous channel is negligible compared to the sequential. This is due to
the fact that in sequential ionization, the Coulomb interaction energy of 2 elec-
trons tunneling simultaneously is dictated by the size of the molecule, while
the interaction energy of 2 electrons tunneling sequentially can be lower and is
only restricted by the duration of the laser pulse. The simultaneous ionization
yield mainly depends on the geometry, while the sequential ionization yield is
sensitive to the time window during which it can occur. If the pulse duration
is su�ciently long, sequential ionization dominates due to smaller ionization
potentials.

The models that were developed in this thesis make use of many approxima-
tions, which leads to several limitations and weak points. Besides the limitations
of the SFA, limitations arising from the fact that multi-body interactions are ne-
glected and non-adiabatic dynamics during sequential ionization are important
here, while others are more technical in nature. While some of these limitations
are hard to address without using a fundamentally di�erent approach, others
could be interesting and e�cient starting points for future work to improve on
the model. The following section will give suggestions on where some of these
starting point could be.
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5.5 Outlook

Possibly the most important improvement of both the model for sequential
ionization and the model for simultaneous ionization would be to include many-
electron polarization e�ects. This could be done, for example, by considering
an e�ective (perhaps position-dependent) �eld that includes the shielding of the
external �eld by the polarized molecule (see section (5.2.2)). Furthermore, it
could be helpful to �nd ways to use more realistic assumptions for the electronic
structure of C60 to begin with. One possible way could be to use eigenstates of
a �nite shell potential (like the one in section 3.2) as the initial state. In this
case however, a 6D integral has to be solved in the case of simultaneous double
ionization. It remains to be investigated how this can be done e�ciently.

Speci�cally to the model for simultaneous double ionization, one possible
starting point for future work, namely a possible improvement on the �e�ective-
distance-approximation�, has already been discussed in section 5.2.5.

With regard to the model for correlated sequential double ionization, it
would be desirable to use a more accurate model for the dynamics of the second
electron before its own ejection and after the ejection of the �rst one. Such a
model should include the relaxation of the ion back into its ground state and
make an assumption about the state of the ion right after its �rst ionization.
Apart from that, as discussed, the ionization yield in correlated sequential dou-
ble ionization is underestimated because the trajectory of the �rst electron is
calculated neglecting lateral momenta. Hence, a presumably easy improvement
of the model for correlated sequential double ionization would be the incorpora-
tion of nonzero lateral momenta into the �rst electron's trajectory. In this case,
the ionization amplitude of the second electron would not only depend on the
kz,1 momentum component of the �rst electron, but also on its k⊥,1 momentum
component. This will increase the computational complexity, but should be
easy to implement in principle.

With regard to the use of more realistic laser pulse shapes, notice that the
ionization in the quasi-static limit does not depend on the exact pulse shape (up
to a prefactor that can easily be adapted), but only on the �eld at �tunneling
time�. Hence, pulse shapes di�erent from the one assumed in eq. (4.1) can
be incorporated into the model without problems, as long as the dynamics
remain quasi-static. This can be used to adapt the model to speci�c laser
pulses used in an experiment. Furthermore, considering the sensitivity of the
sequential ionization to the duration of the laser pulse, it might be interesting
in principle to examine the ionization of C60 in half-cycle pulses of shorter
wavelength beyond the quasi-static regime. To get a very rough estimate for the
regime at which one might expect sequential ionization to become comparable in
magnitude to simultaneous ionization, one could ask after which time ∆t, given
a constant �eld strength F0, a classical electron originally at 0 momentum has
moved farer than the length scale of C60, i.e. r0. This time scale is

∆t =

√
2r0

F0

, (5.21)

which, for example for the �eld strength F0 = 0.04 a.u. mainly used in this work,
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would correspond to a pulse duration of 0.51 fs. For the half cycle shape used
in this work, this would correspond to a wavelength of 307 nm.
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Appendix A

Code Snippets

The Python code used for the calculation of the single, simultaneous double and
sequential double ionization in sections 3.1, 4.2, and 4.3 respectively is available
via the github repository github.com/ischubert/c_60_coulomb_blockade1.
The code used for the TDSE model potential calculation in section 3.2 was a
modi�ed version of the /bsplin/fixbnd/run_bas1e.csh-code for the electronic
structure and /TIME_PROP/TP_ATOM_1e/RUN_TP_SEQ_ATOM_1e.csh for the time
propagation, both codes being part of the AMO_TOOLS from the AMO group at
Humboldt-Universität zu Berlin. This modi�ed version will be included in the
AMO_TOOLS.

It is neither useful nor feasible to give the entire source code here, instead,
the following parts of the code are presented:

• Code snippets highlighting central parts of the newly written Python codes
for

� Single ionization (analytical approach)

� Simultaneous double ionization

� Sequential double ionization

• The modi�cation of the /bsplin/fixbnd/run_bas1e.csh code the au-
thor wrote to include the spherical shell model potential for the TDSE
calculation.

A.1 Python Code for SFA Calculations

A.1.1 Single Ionization

The following function returns the ionization matrix element for single ioniza-
tion of C60 as it was discussed in section 3.1.

de f b_single ( omega ,F_0, k_z_vec , k_perp_vec , tau , lvec , s tep ) :
r e s u l t s = np . z e r o s (

( l en (k_z_vec ) , l en ( k_perp_vec ) , l en ( l v e c ) ) ,
dtype=np . complex

)

1Please contact the author via ingmar@physik.hu-berlin.de for access rights to the repos-
itory.

https://github.com/ischubert/c_60_coulomb_blockade
mailto:ingmar@physik.hu-berlin.de
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f o r ind_k_z , k_z in enumerate ( tqdm . tqdm(k_z_vec ) ) :
f o r ind_k_perp , k_perp in enumerate ( k_perp_vec ) :

f o r ind_l , l in enumerate ( l v e c ) :
r e s u l t s [

ind_k_z ,
ind_k_perp ,
ind_l

] = complete_pre factor_s ing le (
omega ,F_0,
k_z , k_perp , tau ,
l , s t ep

) ∗ x_integ ra l_s ing l e (
omega ,F_0,
k_z , k_perp ,
l , s t ep

)
re turn [

k_z_vec ,
k_perp_vec ,
lvec ,
r e s u l t s

]

It makes use of the following functions calculating the integral over x (see eq.
(3.51)):

de f exp_handle_single ( omega ,F_0, k_z , k_perp , s tep ) :
r e turn lambda x : np . exp (

− 2/3 ∗ np . sq r t (2∗me)/F_of_t_1_single (
omega ,F_0,
k_z

) ∗ (
t i lde_ion_pot_s ing le (

k_perp , s tep
) + F_of_t_1_single (

omega ,F_0,
k_z

) ∗ a∗x
)∗∗ (3/2)

)

de f x_integrand_handle_single (
omega ,F_0,
k_z , k_perp ,
l , s t ep

) :
exp_handle = exp_handle_single (

omega ,F_0,
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k_z , k_perp ,
s tep

)
re turn lambda x : x ∗ s c ipy . s p e c i a l . lpmn(

0 , l , x
) [ 0 ] [ −1 ] [ −1 ] ∗ exp_handle ( x )

de f x_integ ra l_s ing l e ( omega ,F_0, k_z , k_perp , l , s t ep ) :
r e turn s c ipy . i n t e g r a t e . quad (

lambda x : x_integrand_handle_single (
omega ,F_0,
k_z , k_perp ,
l , s t ep

) ( x ) ,
−1,1

) [ 0 ]

A.1.2 Simultaneous Double Ionziation

Simultaneous double ionization works quite similar to single ionization, with
the complication that there are more di�erent parameters and variables. The
following functions perform the integral over x1 and x2 (see eq. (4.76)):

de f x1_x2_integrand_handle (
omega ,F_0,
K_Z, ti lde_ion_pot ,
abs_m1 , abs_m2 , l , l s

) :

i f not (abs_m1>=0 and abs_m2>=0):
r a i s e ( Exception (

'abs_m1 and abs_m2 have to be ' \
+ ' non−negat ive both , but were ' + s t r (

abs_m1
) + ' and ' + s t r (

abs_m2
) ) )

exp_handle = wkb_factor_with_field_term_as_handle (
omega ,F_0,
K_Z, t i lde_ion_pot

)

re turn lambda x1 , x2 : ( x1+x2 )/2 ∗ s c ipy . s p e c i a l . lpmn(
abs_m1 , l1 , x1

) [ 0 ] [ −1 ] [ −1 ] ∗ s c ipy . s p e c i a l . lpmn(
abs_m1 , l s , x1

) [ 0 ] [ −1 ] [ −1 ] ∗ s c ipy . s p e c i a l . lpmn(
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abs_m2 , l2 , x2
) [ 0 ] [ −1 ] [ −1 ] ∗ s c ipy . s p e c i a l . lpmn(

abs_m2 , l−l s , x2
) [ 0 ] [ −1 ] [ −1 ] ∗ exp_handle ( x1 , x2 )

de f x1_x2_integral (
omega ,F_0,
K_Z, ti lde_ion_pot ,
abs_m1 , abs_m2 , l , l s

) :
in tegrand = x1_x2_integrand_handle (

omega ,F_0,
K_Z, ti lde_ion_pot ,
abs_m1 , abs_m2 , l , l s

)
r e turn s c ipy . i n t e g r a t e . quad (

lambda x1 : s c ipy . i n t e g r a t e . quad (
lambda x2 : integrand (x1 , x2 ) ,
−1 ,1) [0 ] ,

−1 ,1)

A.1.3 Sequential Double Ionization

The sequential double ionization is constructed from the single ionization using
a modi�ed ionization potential that depends on the detected momentum of
the �rst degree of freedom, as discussed in section 4.3.3.3. The following code
snippet calculates this conditional ionization, using the function iFas.b_single
that was already presented.

results_2_conditioned_on_k_z_1 = np . z e r o s ( (
l en ( k_z_vec1 ) ,
∗ resu l ts_2_for_l2 . shape

) , dtype = np . complex )

f o r ind_kz_1 , [ tb1 , k_z1 ] in enumerate (
z ip ( tb1vec , k_z_vec1 )

) :
f o r ind_kz_2 , [ tb2 , k_z2 ] in enumerate (

z ip ( tb2vec , k_z_vec2 )
) :

i f tb2>tb1 :
z_now = z_of_t ( tb2 , tb1 )
step_now = {

' step ' : ' second ' ,
'z_now ' : z_now

}
results_2_conditioned_on_k_z_1 [

ind_kz_1 ,



A.2. Fortran Code for TDSE Calculations 125

ind_kz_2 ,
:

] = iFas . b_single (
omega ,F_0_a_u,
[ k_z2 ] , k_perp_vec , tau ,
lvec2 , step_now

) [ − 1 ] [ 0 , : , 0 ]
e l s e :

results_2_conditioned_on_k_z_1 [
ind_kz_1 ,
ind_kz_2 ,
:

] = np . z e r o s (
results_2_conditioned_on_k_z_1 . shape [ 2 ] ,
dtype = np . complex

)

A.2 Fortran Code for TDSE Calculations

As already mentioned, an existent code was used for the model potential TDSE
calculations. It was modi�ed to support the model potential used in this work
as well. The lines containing the de�nition of the model potential are shown in
the following.

C∗
C∗
C∗ IPOLAR = −8: use p o t e n t i a l we l l to d e s c r i b e C60
C∗
C∗

IF (ABS( i p o l a r ) .EQ. 8) THEN
IF (ABS(x−zeta1 ( 1 , 1 ) ) .LT. gamm2(1 , 1 )/2 ) THEN

q = q + 2.0 ∗ gamm1(1 , 1 )
ELSE

q = q + 2.0 ∗ 0 .0
ENDIF

ENDIF
C∗
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Appendix B

B Spline Basis Sets

The basis sets used in section 3.2 denoted by the letters A, B, C, D, and E
are presented in the following. The di�erences between the �les lie in the box
radius and the number of B splines speci�ed, and are summarized in table 3.1.

B.1 Basis Set A

File name: fub034s.bsp
∗
∗
∗ Input f i l e f o r a c a l c u l a t i o n o f the one−e l e c t r on
∗ ================================================
∗ o r b i t a l s o f the model p o t en t i a l f o r the c60
∗ ================================================
∗
∗ Bas i s A
∗ =======
∗
∗ General parameters :
∗ ===================
∗
$GENPAR
∗

Nuclear charge Z_nuc : 0 .00D+00
∗

Box rad ius R_max : 6000.00D+00
∗

Order o f the B s p l i n e s (k ) : 9
∗
∗
∗ Angular momenta l to be cons ide red :
∗ ===================================
∗
$ANGPAR
∗

Number o f s−, p−, and d−type core o r b i t a l s : 0 0 0
∗ ! Max . : 4 3 1
∗

( l_min+1) and ( l_max+1): 1 21
∗ ! ( l_max+1) may be overwr i t t en by l c o r e
∗
∗
∗ Def ine B s p l i n e s f o r the d i f f e r e n t va lues o f l :
∗ ===============================================
∗ ( Every row must conta in l , the number o f B s p l i n e s f o r
∗ that l , and the f i r s t non−zero knot o f the B−s p l i n e
∗ sequence f o r that l .
∗ Note : The number o f rows must be chosen c on s i s t e n t l y
∗ with the number o f l va lues g iven above . )
∗

l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 1 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 2 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 3 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 4 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 5 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 6 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 7 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 8 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 9 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 10 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 11 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 12 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 13 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 14 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 15 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 16 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 17 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 18 1000 5 .0D−02
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l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 19 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 20 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 21 1000 5 .0D−02

∗
∗
∗ Parameters d e f i n i n g the r g r id :
∗ ===============================
∗
∗ ( Def ine the r g r id used , e . g . , f o r numerical i n t e g r a t i o n
∗ o f the two−e l e c t r on i n t e g r a l s )
∗
$GRDPAR
∗

Number o f g r id pts . , 1 s t non−zero g r id po int : 6000 5 .0D−06
∗
∗
∗ Parameters d e f i n i n g the p o l a r i s a t i o n po t e n t i a l s :
∗ ================================================
∗
$POLPAR
∗

Add po l a r i s a t i o n po t e n t i a l s ( 0=no , 1=yes ) : −8 ! i f <>1,
∗ ! i t i s
∗ ! s e t to 0 .
∗
∗ I f the l a s t ques t ion was answered yes ( !=0) , the p o l a r i s a t i o n
∗ po t e n t i a l s f o r a l l va lues o f l have to be de f ined ( but may
∗ be s e t to zero by s e t t i n g the corresponding alpha ( l )=0):
∗ Otherwise no (=0) , no p o l a r i s a t i o n po t en t i a l need to occur ! !
∗
∗ I f the l a s t ques t ion was answered with a number <0, a model
∗ po t en t i a l has to be de f ined too .
∗
∗ I f the opt ion −8 i s chosen , the width and depth o f the model p o t en t i a l has to be de f ined
∗ in the f o l l ow ing . Depth in a . u . (=Hartree ) , width and Radius in a . u . (=Bohr r a d i i )
∗
∗

l +1, alpha_{ l +1}, rho{ l +1}: 1 0 .0D+00 1 .0D+00
Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 2 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 3 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 4 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 5 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 6 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 7 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 8 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 9 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 10 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 11 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 12 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 13 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 14 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 15 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
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l +1, alpha_{ l +1}, rho{ l +1}: 16 0 .0D+00 1 .0D+00
Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 17 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 18 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 19 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 20 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
l +1, alpha_{ l +1}, rho{ l +1}: 21 0 .0D+00 1 .0D+00

Number o f p o t en t i a l terms : 1
Pot en t i a l depth , Po t en t i a l width , Radius : 5 .800D−01 2 .000D−00 6 .614D+00

∗
∗
∗ Parameters f o r the Hartree−Fock c a l c u l a t i o n :
∗ ============================================
∗
∗ ( Not needed , i f no core o r b i t a l s are present , as in a
∗ c a l c u l a t i o n f o r H, He^+, Li ^{2+}, . . . , but i f they are
∗ present in such a case , they w i l l s imply be ignored . )
∗
$FCHFPR
∗

Convergence c r i t e r i o n , max . number o f i t e r a t i o n s : 1 .0D−9 50
∗
∗ Def ine the mixing parameters between the new and the old
∗ HF wavefunct ions (up to i t e r a t i o n number ID , 100∗DI% of
∗ the new wavefunction i s used , a f t e r i t e r a t i o n ID , 100∗DF%
∗ i s used in the next i t e r a t i o n ) :
∗

Mixing parameters ID , DI , and DF: 10 0 .90D+00 0 .7D+00
∗ ! DI ,DF .LE. 1 .0
∗
∗
∗ Choice o f the i n i t i a l −guess o r b i t a l s :
∗ =====================================
∗ ISL = 1 : use corresponding hydrogenic wavefunct ions
∗ ISL = 0 : read from a prev ious program run ( without
∗ po l a r i s a t i o n ) , the f i l e s having standard names
∗ ISL<>0,1: read from a prev ious program run , but the
∗ f i l e names are given e x p l i c i t l y .
∗

I n i t i a l guess parameter ISL : 1
∗
∗
∗ E f f e c t i v e nuc l ear charges f o r producing i n i t i a l −guess
∗ hydrogenic wavefunct ions f o r every core o r b i t a l (1 s ,
∗ 2s , 2p , . . . ) [ Not needed , i f ISL<>1]:
∗
$EFFZPR
∗

Core−o r b i t a l number , e f f . nucl . charge : 1 2 .0
∗
∗
∗ F i l e names conta in ing the i n i t i a l o r b i t a l s :
∗ ( Only needed , i f ISL<>0,1 )
∗
$FILPAR
∗

B.2 Basis Set B

Note that while the code has the ability to describe multi-electron systems
within the Hartree-Fock approximation, this is not used in section 3.2 since
the ionization is treated as an e�ective one-particle problem here. Therefore,
the $FCHFPR and $EFFZPR sections are left out in the following. The $POLPAR

section speci�es the model potential which was the same for all basis sets, so it
can be left out as well.

File name: fub032s.bsp
∗
∗
∗ Input f i l e f o r a c a l c u l a t i o n o f the one−e l e c t r on
∗ ================================================
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∗ o r b i t a l s o f the model p o t en t i a l f o r the c60
∗ ================================================
∗
∗ Bas i s B
∗ =======
∗
∗ General parameters :
∗ ===================
∗
$GENPAR
∗

Nuclear charge Z_nuc : 0 .00D+00
∗

Box rad ius R_max : 3000.00D+00
∗

Order o f the B s p l i n e s (k ) : 9
∗
∗
∗ Angular momenta l to be cons ide red :
∗ ===================================
∗
$ANGPAR
∗

Number o f s−, p−, and d−type core o r b i t a l s : 0 0 0
∗ ! Max . : 4 3 1
∗

( l_min+1) and ( l_max+1): 1 21
∗ ! ( l_max+1) may be overwr i t t en by l c o r e
∗
∗
∗ Def ine B s p l i n e s f o r the d i f f e r e n t va lues o f l :
∗ ===============================================
∗ ( Every row must conta in l , the number o f B s p l i n e s f o r
∗ that l , and the f i r s t non−zero knot o f the B−s p l i n e
∗ sequence f o r that l .
∗ Note : The number o f rows must be chosen c on s i s t e n t l y
∗ with the number o f l va lues g iven above . )
∗

l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 1 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 2 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 3 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 4 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 5 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 6 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 7 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 8 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 9 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 10 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 11 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 12 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 13 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 14 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 15 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 16 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 17 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 18 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 19 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 20 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 21 1000 5 .0D−02

∗
∗
∗ Parameters d e f i n i n g the r g r id :
∗ ===============================
∗
∗ ( Def ine the r g r id used , e . g . , f o r numerical i n t e g r a t i o n
∗ o f the two−e l e c t r on i n t e g r a l s )
∗
$GRDPAR
∗

Number o f g r id pts . , 1 s t non−zero g r id po int : 6000 5 .0D−06
∗
[ . . . ]

B.3 Basis Set C

File name: fub033s.bsp
∗
∗
∗ Input f i l e f o r a c a l c u l a t i o n o f the one−e l e c t r on
∗ ================================================
∗ o r b i t a l s o f the model p o t en t i a l f o r the c60
∗ ================================================
∗
∗ Bas i s C
∗ =======
∗
∗ General parameters :
∗ ===================
∗
$GENPAR
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∗
Nuclear charge Z_nuc : 0 .00D+00

∗
Box rad ius R_max : 3000.00D+00

∗
Order o f the B s p l i n e s (k ) : 9

∗
∗
∗ Angular momenta l to be cons ide red :
∗ ===================================
∗
$ANGPAR
∗

Number o f s−, p−, and d−type core o r b i t a l s : 0 0 0
∗ ! Max . : 4 3 1
∗

( l_min+1) and ( l_max+1): 1 21
∗ ! ( l_max+1) may be overwr i t t en by l c o r e
∗
∗
∗ Def ine B s p l i n e s f o r the d i f f e r e n t va lues o f l :
∗ ===============================================
∗ ( Every row must conta in l , the number o f B s p l i n e s f o r
∗ that l , and the f i r s t non−zero knot o f the B−s p l i n e
∗ sequence f o r that l .
∗ Note : The number o f rows must be chosen c on s i s t e n t l y
∗ with the number o f l va lues g iven above . )
∗

l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 1 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 2 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 3 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 4 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 5 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 6 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 7 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 8 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 9 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 10 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 11 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 12 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 13 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 14 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 15 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 16 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 17 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 18 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 19 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 20 2000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 21 2000 5 .0D−02

∗
[ . . . ]

B.4 Basis Set D

File name: fub036s.bsp
∗
∗
∗ Input f i l e f o r a c a l c u l a t i o n o f the one−e l e c t r on
∗ ================================================
∗ o r b i t a l s o f the model p o t en t i a l f o r the c60
∗ ================================================
∗
∗ Bas i s D
∗ =======
∗
∗ General parameters :
∗ ===================
∗
$GENPAR
∗

Nuclear charge Z_nuc : 0 .00D+00
∗

Box rad ius R_max : 600.00D+00
∗

Order o f the B s p l i n e s (k ) : 9
∗
∗
∗ Angular momenta l to be cons ide red :
∗ ===================================
∗
$ANGPAR
∗

Number o f s−, p−, and d−type core o r b i t a l s : 0 0 0
∗ ! Max . : 4 3 1
∗

( l_min+1) and ( l_max+1): 1 21
∗ ! ( l_max+1) may be overwr i t t en by l c o r e
∗
∗
∗ Def ine B s p l i n e s f o r the d i f f e r e n t va lues o f l :
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∗ ===============================================
∗ ( Every row must conta in l , the number o f B s p l i n e s f o r
∗ that l , and the f i r s t non−zero knot o f the B−s p l i n e
∗ sequence f o r that l .
∗ Note : The number o f rows must be chosen c on s i s t e n t l y
∗ with the number o f l va lues g iven above . )
∗

l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 1 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 2 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 3 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 4 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 5 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 6 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 7 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 8 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 9 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 10 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 11 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 12 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 13 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 14 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 15 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 16 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 17 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 18 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 19 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 20 1000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 21 1000 5 .0D−02

∗
[ . . . ]

B.5 Basis Set E

File name: fub035s.bsp
∗
∗
∗ Input f i l e f o r a c a l c u l a t i o n o f the one−e l e c t r on
∗ ================================================
∗ o r b i t a l s o f the model p o t en t i a l f o r the c60
∗ ================================================
∗
∗ Bas i s E
∗ =======
∗
∗ General parameters :
∗ ===================
∗
$GENPAR
∗

Nuclear charge Z_nuc : 0 .00D+00
∗

Box rad ius R_max : 600.00D+00
∗

Order o f the B s p l i n e s (k ) : 9
∗
∗
∗ Angular momenta l to be cons ide red :
∗ ===================================
∗
$ANGPAR
∗

Number o f s−, p−, and d−type core o r b i t a l s : 0 0 0
∗ ! Max . : 4 3 1
∗

( l_min+1) and ( l_max+1): 1 21
∗ ! ( l_max+1) may be overwr i t t en by l c o r e
∗
∗
∗ Def ine B s p l i n e s f o r the d i f f e r e n t va lues o f l :
∗ ===============================================
∗ ( Every row must conta in l , the number o f B s p l i n e s f o r
∗ that l , and the f i r s t non−zero knot o f the B−s p l i n e
∗ sequence f o r that l .
∗ Note : The number o f rows must be chosen c on s i s t e n t l y
∗ with the number o f l va lues g iven above . )
∗

l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 1 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 2 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 3 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 4 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 5 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 6 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 7 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 8 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 9 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 10 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 11 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 12 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 13 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 14 3000 5 .0D−02
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l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 15 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 16 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 17 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 18 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 19 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 20 3000 5 .0D−02
l +1, no . o f B sp l i n e s , 1 s t non−zero knot : 21 3000 5 .0D−02

∗
[ . . . ]
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